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Abstract

Real-time energy management within the concepts of home Microgrids (H-MG) systems is crucial for H-MG operational reliability and safe functionality, regardless of simultaneously emanated variations in generation and load demand transients. In this paper, an experimental design and validation of a real-time multi-period artificial bee colony (MABC) topology type central energy management system (CEMS) for H-MGs in islanding mode is proposed to maximize operational efficiency and minimize operational cost of the H-MG with full degree of freedom in automatically adapt the management problem under variations in the generation and storage resources in real-time as well, suitable for different size and types of generation resources and storage devices with plug-and-play structure, is presented. A self-adapting CEMS offers a control box capability of adapting and optimally operating with any H-MGs structure and integrated types of generation and storage technologies, using a two-way communication between each asset, being a unique inherent feature. This CEMS framework utilizes feature like day-ahead scheduling (DAS) integrated with real-time scheduling (RTS) units, and local energy market (LEM) structure based on Single Side Auction (SSA) to regulate the price of energy in real-time. The proposed system operates based on the data parameterization such as: the available power from renewable energy resources, the amount of non-responsive load demand, and the wholesale offers from generation units and time-wise scheduling for a range of integrated generation and demand units. Experimental validation shows the effectiveness of our proposed EMS with minimum cost margins and plug-and-play capabilities for a H-MG in real-time islanding mode that can be envisioned for hybrid multi-functional smart grid supply chain energy systems with a revolutionary architectures. The better performance of the proposed algorithm is shown in comparison with the mixed integer non-linear programming (MINLP) algorithm, and its effectiveness is experimentally validated over a microgrid test bed. The obtained results show convergence speed increase and the remarkable improvement of efficiency and accuracy under different condition.
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Nomenclature

ABC  artificial bee colony
BES  battery energy storage
BIO  biomass
CAE  compressed air energy storage
CCU  central controller unit
COE  cost of energy
CTU  combustion turbines unit
DAC  data acquisition
DER  distributed energy resources
DGN  diesel generator
DSA  double side auction
ECS  electrochemical system
EGP  excess generated power
ESS  energy storage system
FCE  fuel cells
FLY  flywheels
GEO  geothermal
GEN  gas engine
GTD  gas turbine devices
IREC  institut de recerca en energia de catalunya
LEM  local energy market
MABC  multi-period ABC
MCF  molten carbonate fuel cell
MTG  microturbine generator
NRL  non-responsive load
PSS  pumped storage system
PAF  phosphoric acid fuel cell
PEM  proton exchange membrane
PV  photovoltaic
RR  renewable resources
REN  reciprocating engine
RLD  responsive load demand
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comparatively reviewed in (DEMS), where certain advantages and drawbacks have been operation are categorized as: central energy management posed supervisory controllers for the safe and optimal H-MGs the above for a multi-objective type EMS

reliability of inter-operatability minimizing the cost of operation), minimizing the emission addition, maximizing the operational efficiency (equivalently considering this specification. It is also desired for the EMS design to adapt and compensate itself in real-time to any changes in the types and capacity of the generation and storage assets quickly, without any modification in the EMS, in that work. Furthermore, the research work presented in this paper is a continuation of the work by the authors [14], where a framework for considering non-deterministic polynomial-hard (NP-hard) problem with the cheaper version of the software is needed. Moreover, the global optimal solution in the fastest possible time which is an important issue in real-time application development is achieved in comparison with [14]. In this study, a general CEMS framework with a plug-and-play structure is proposed to minimize the operation cost of H-MG. The allows a degree of freedom in the H-MGs operation to automatically adapt the management problem under any changes in the generation and storage resources in real-time to achieve optimal operation, expanding its capabilities from the first-time operation of the H-MG after implementation, to existing real-time H-MG operation. As a result, the proposed CEMS can be considered as a control box, capable of adapting and optimally operating itself with any H-MGs of a given size and integrated types of generation and storage devices by minimizing the cost of operation. For real-time applications, an extensive database of all available generation and storage technologies for H-MG operation (to the best of authors’ knowledge) are considered with their mathematical cost functions and operational constraints. Assuming a two-way communication between each asset in the H-MG with the CEMS (inherent feature of H-MG management system), each device can inform the CEMS with its type and capacity at the beginning of connection, and concurrent changes. Furthermore, the proposed CEMS framework consists of a CCU processor unit which includes day-ahead scheduling (DAS) integrated with real-time scheduling (RTS) units, and LEM units based on Single Side Auction (SSA) to clear the price of energy in real-time. The methodology is structured as follows:

1. a real-time flexible CEMS for all types of H-MG;
2. a plug-and-play operational demonstration in real-time and comprehensive mathematical modeling of different generation and storage assets in NRL and Responsive Load Demand (RLD) loads;
3. a comprehensive local electricity market matrix for any islanded H-MG;
4. a general cost function optimization matrix in real-time based on MABC.

2. The Proposed CEMS

For optimal operation of H-MGs, regardless of the EMS being central or distributed architecture, H-MG system developer should be able to make optimal decisions in a short amount of time in real-time operation. Primarily EMS should be able to satisfy plug-and-play operation particularly in larger H-MGs with different players, as such to the EMS should adapt itself to real-time changes in the type and capacity of generation and storage assets. In this study, a comprehensive CEMS is proposed to overcome the problems discussed above where the plug-and-play operation is provided

1. Introduction

While smart grids are known as the future of power systems, home Microgrids (H-MGs) are known as the vital technology to deliver the functional blocks of smart grid on a local scale [1, 2]. Although the idea of H-MGs seems to be similar to the various areas of operation in the traditional power system, they are different in which they have to be fully capable of autonomous operation in islanded mode [3, 4]. In addition, H-MGs could be formed in a small-scale like a commercial building to as large as a town area. Since high level integration and control of renewable energy and storage devices are expected in H-MGs, their safe operation and control (traditionally known as ancillary services in the power system) is an important issue for the future smart power system. For an islanded H-MG, shortage in generation or excess available generation will often happen during a day because of the variation of weather data like solar irradiation and wind speed variations. In addition, generation shortage might occur when some of the micro sources are out of service for scheduled maintenance or unexpected event or sudden load increase. In this regard, a top-level supervisory control and management system is critical for H-MGs to operate the system with minimum cost and emission within a safe condition. Since it is likely to have shortage or excess in power generation anytime during the daily operation of an islanded H-MG, the energy management system (EMS) design should consider this specification. It is also desired for the EMS design to adapt and compensate itself in real-time to any changes in the types and capacity of the generation and storage assets quickly, without any modification in the EMS, in addition, maximizing the operational efficiency (equivalently minimizing the cost of operation), minimizing the emission [5], maximizing the lifetime of assets [6–9], increasing the reliability of inter-operatability [10, 11] or a combination of the above for a multi-objective type EMS [12–15]. The proposed supervisory controllers for the safe and optimal H-MGs operation are categorized as: central energy management system (CEMS) and distributed energy management system (DEMS), where certain advantages and drawbacks have been comparatively reviewed in [12, 16]. These algorithms are only developed and implemented in the simulation software with specific H-MG structure [8].

in [17], the design of an CEMS is developed in order to obtain the best purchasing price in day-ahead market, as well as to maximize the utilization of existing DER and study the system stability is reported. However, no optimization approach was used in that work. Furthermore, the research work presented in this paper is a continuation of the work by the authors [14], where a framework for considering non-deterministic polynomial-hard (NP-hard) problem with the cheaper version of the software is needed. Moreover, the global optimal solution in the fastest possible time which is an important issue in real-time application development is achieved in comparison with [14]. In this study, a general CEMS framework with a plug-and-play structure is proposed to minimize the operation cost of H-MG. The allows a degree of freedom in the H-MGs operation to automatically adapt the management problem under any changes in the generation and storage resources in real-time to achieve optimal operation, expanding its capabilities from the first-time operation of the H-MG after implementation, to existing real-time H-MG operation. As a result, the proposed CEMS can be considered as a control box, capable of adapting and optimally operating itself with any H-MGs of a given size and integrated types of generation and storage devices by minimizing the cost of operation. For real-time applications, an extensive database of all available generation and storage technologies for H-MG operation (to the best of authors’ knowledge) are considered with their mathematical cost functions and operational constraints. Assuming a two-way communication between each asset in the H-MG with the CEMS (inherent feature of H-MG management system), each device can inform the CEMS with its type and capacity at the beginning of connection, and concurrent changes. Furthermore, the proposed CEMS framework consists of a CCU processor unit which includes day-ahead scheduling (DAS) integrated with real-time scheduling (RTS) units, and LEM units based on Single Side Auction (SSA) to clear the price of energy in real-time. The methodology is structured as follows:

1. a real-time flexible CEMS for all types of H-MG;
2. a plug-and-play operational demonstration in real-time and comprehensive mathematical modeling of different generation and storage assets in NRL and Responsive Load Demand (RLD) loads;
3. a comprehensive local electricity market matrix for any islanded H-MG;
4. a general cost function optimization matrix in real-time based on MABC.

2. The Proposed CEMS

For optimal operation of H-MGs, regardless of the EMS being central or distributed architecture, H-MG system developer should be able to make optimal decisions in a short amount of time in real-time operation. Primarily EMS should be able to satisfy plug-and-play operation particularly in larger H-MGs with different players, as such to the EMS should adapt itself to real-time changes in the type and capacity of generation and storage assets. In this study, a comprehensive CEMS is proposed to overcome the problems discussed above where the plug-and-play operation is provided
A comprehensive database of all available technologies, different types of DERs and storage devices is categorized into different classes and sub-section unit details are as follows:

2.1. Technology database

This is formed with seven different classes of technologies as shown in Figure. 2, that includes all generation resources, storage devices, and consumers’ load demand, which are commonly utilized in H-MGs. In each class, similar technologies (only generation and storage) in terms of same type of operational cost and technical constraints recognized for all technologies available in that class are considered. As an illustrative example in Figure. 2, accommodates conventional rotating generation resources with the same operational structure of minimum on and off time, and ramp-up and ramp-down limits. Consumers’ loads are also considered in two different categories based on their availability for management: non-responsive load (NRL) and responsive load demand (RLD). The first class includes a part of consumers’ critical loads which always must be satisfied regardless of the H-MG situation (e.g., the electricity price, off-peak load hours and so on). The second class, however, contains consumers’ responsive loads which are available for demand response (DR) and can participate in the market with their offer price to respond to the utility command to move their power consumption from on-peak to off-peak hours changing the electricity price. HVAC load, Electric Water Heaters (EWHs), and heat pumps are good examples of this category. The price offer of the same class members might be different with others in the same class in the market.

2.2. H-MG characteristic matrix

The proposed plug-and-play H-MG characteristic matrix structure contains a specific and unique binary (on/off) variable for each class \( Y^t_i, i = 1, \ldots, 7 \) and individual members of each class \( X^t_i, i = \text{members of class} \), as shown in Figure. 3. This approach is similar for all generation resources, storage devices, and consumers’ loads available in the technology database and is given as follows:

\[
X^t_i = \begin{bmatrix}
X^t_{PV} & X^t_{WTG} & X^t_{RO} & X^t_{MTG} & X^t_{SDF} & X^t_{SHT} & \cdots \\
X^t_{RES} & X^t_{FLY} & X^t_{CAE} & X^t_{SME} & X^t_{GEO} & X^t_{SOF} & \cdots \\
X^t_{BES} & X^t_{PCC} & X^t_{PAF} & X^t_{EM} & X^t_{RRS} & X^t_{BIO} & \cdots \\
X^t_{L} & X^t_{PV} & X^t_{PEM} & X^t_{PEM} & X^t_{EM} & X^t_{RRS} & \cdots \\
X^t_{MTG} & X^t_{CTU} & X^t_{DEG} & X^t_{DEG} & X^t_{DEG} & X^t_{DEG} & \cdots \\
X^t_{LD} & X^t_{PV} & X^t_{RRS} & X^t_{RRS} & X^t_{RRS} & X^t_{RRS} & \cdots \\
\end{bmatrix}
\]

As evident from Eq.(1), the proposed plug-and-play structure with the H-MG characteristic matrix can be easily expanded to include any new technology type.
2.3. H-MG power set-points matrix

Based on the characteristic matrix in Eq. (1), the scheduled power for each device can be represented by another matrix as follows:

\[
P_t = \begin{bmatrix}
p_t^{PV} & p_t^{WTG} & p_t^{BIO} & p_t^{STS} & p_t^{GEO} & p_t^{SHT} & \cdots \\
p_t^{BES} & p_t^{FLY} & p_t^{SME} & p_t^{CAE} & p_t^{PSS} & \cdots \\
p_t^{SOF} & p_t^{MCF} & p_t^{PAF} & p_t^{PEM} & \cdots \\
p_t^{DGN} & p_t^{CTU} & \cdots \\
p_t^{MTG} & p_t^{RDL} & \cdots \\
p_t^{NRL} & p_t^{RDL} & \cdots 
\end{bmatrix}
\]

(2)

2.4. H-MG offer matrix

In order to develop overall objective function based on operation cost, it is essential to get the offer price from different technologies available in the H-MG. Therefore, a H-MG offer (bid) matrix is defined, where each technology can have its own offer price. The offers from different generation, storage assets and DR is received by the CEMS unit at each time interval, which is then integrated in the same pre-defined H-MG characteristic matrix as follows:

\[
\pi_t = \begin{bmatrix}
\pi_t^{PV} & \pi_t^{WTG} & \pi_t^{BIO} & \pi_t^{STS} & \pi_t^{GEO} & \pi_t^{SHT} & \cdots \\
\pi_t^{BES} & \pi_t^{FLY} & \pi_t^{SME} & \pi_t^{CAE} & \pi_t^{PSS} & \cdots \\
\pi_t^{SOF} & \pi_t^{MCF} & \pi_t^{PAF} & \pi_t^{PEM} & \cdots \\
\pi_t^{DGN} & \pi_t^{CTU} & \cdots \\
\pi_t^{MTG} & \pi_t^{RDL} & \cdots \\
\pi_t^{NRL} & \pi_t^{RDL} & \cdots 
\end{bmatrix}
\]

(3)

2.5. LEM unit

In this section, a LEM is presented to calculate the cost of energy (COE) for the consumers, as represented in Figure 4. Once the optimization unit performs at each time interval, the LEM unit calculates the market clearing price (MCP) for the consumers, that might be used to calculate the consumers’ electricity cost. It is also utilized in this study to show the effectiveness of the proposed CEMS to reduce the MCP. The LEM structure could be formed as single- or double-sided auction model [14, 17], SSA and DSA, respectively. A SSA model is a mechanism in which every player only can be buyer or seller, not both simultaneously, and the auction goes to the lowest bidder to cover the electricity demand. In this paper, the SSA-based proposed LEM structure is formed for simple interpretation. The key input features for LEM unit are robust modification to adapt to any market structure without changing the CEMS with optimal setpoints for H-MG offer matrix.

2.6. RTD Unit

This unit is responsible for transmitting optimal operation setpoints data from the CEMS unit to the H-MG testbed unit, where transmission speed and data package lost are parameters of optimization [14, 17]. For optimization by each spe-
cific device (emulator), confidential signals are designed between the RTD unit and each individual device in the H-MG testbed. The details on dispatch power set-points from CCU to emulators is discussed elsewhere [17].

### 2.7. Double layer control scheme (DLCS) unit

Conventionally, the ABC algorithm is also similar to the algorithms based on the innovative methods of a recursive process that starts with an initial population that includes acceptable responses that fulfill consumers requirements). Each input source shows a possible response for solving the problem. So, the initial population of the responses is made up of \( N_p \) number of random D-dimensional vectors, with real values in which each response is defined as the vector \( X_i^1 = \{x_{i1}^{1}, x_{i2}^{1}, \ldots, x_{iD}^{1}\} \). This vector determines the position of the \( i^{th} \) input source in the generated population. The parameters that must be given initial value in the MABC optimization technique for each response are the D number of the variables of the problem, the number of initial food sources \( (N_p) \), the maximum number of cycles in which the optimum finding algorithm must be repeated and the limit that shows the maximum number of times for which a response is investigated. If the response is not optimized during a repetition limit, it is considered as left response.

A double layer control scheme (DLCS) including primary and secondary control based on MABC algorithm is implemented to ensure optimum planning to hourly, and real-time operations as shown in Figure 5 and illustrated by a Pseudo-code in Algorithm 1. The control levels as follows:

#### 2.7.1. Primary control

A general optimization structure is devised to determine the H-MG technologies set-points at each time interval with minimum cost of operation. The optimization unit includes a general cost-based objective function which is updated in real-time by the H-MG characteristic matrix. Similar to the technology database which contains all available technologies in the H-MG, the optimization unit is required to have cost function and technical constraints of all available technologies too. As mentioned in Section (2.1), technologies in the same class have similar operational constraints; so seven set of operational constraints can be recognized as a part of the technology database, as an example case.

The ESS class participates with two different offers: charging offer \( (\pi_{t}^{ESS^-}) \) and discharging offer \( (\pi_{t}^{ESS+}) \). In this study, the H-MG offer matrix is constant throughout a day of operation. The overall objective function of the H-MG optimization problem is defined as follows:

\[
\min \sum_{i} \left( \sum_{t=1}^{5} \sum_{i=1}^{n_{1}} X_{i1}^{j} \times P_{i1}^{t} \times \pi_{t1}^{j} - \sum_{t=6}^{7} \sum_{i=1}^{n_{2}} X_{i2}^{j} \times P_{i2}^{t} \times \pi_{t2}^{j} + P_{t}^{UP} \times \pi_{t}^{UP} \right) \times \Delta t \tag{7}
\]

As mentioned earlier, the overall objective function is dynamic, since the H-MG characteristic matrix will be updated in real-time. Similar to the H-MG offer matrix, different offers for charging and discharging are considered for the ESS class. \( P_{t}^{UP} \) and \( \pi_{t}^{UP} \) are the amount of undelivered power (the unsatisfied part of NRL) at time \( t \) and its cost, respectively, as inclusion of this in the objective function serves as a penalty cost for the H-MG operator to avoid undelivered power to the NRL. Objective function is also minimized at each interval (every 5 minutes) for a day to determine the optimal operation setpoints of the H-MG characteristic matrix, which is fixed and used for the rest of the day. This minimization is done for the current time interval and the rest of the day, not

---

**Figure 5**: Block-diagram runtime representation of the proposed MABC optimization structure

**Algorithm 1 MABC UNIT**

Require: PV WITG and H-MG load demand profile, the initial SOC of ES and the characteristic of system [18–20].

Initialize control parameters/ the problem specific parameters

for \( t = 0 : m \) do

\( \triangleright m: \) the number of time periods

Generate the initial population by

\[
X_{i1}^{j} = z_{i1}^{j} + \rho \times (z_{i2}^{j} - z_{i3}^{j}) \tag{4}
\]

\( \triangleright X_{i1}^{j}: \) j\textsuperscript{th} variable from the \( i^{th} \) response at time \( t \), \( j = 1, 2, \ldots, N_{p} \), \( i = 1, 2, \ldots, D \)

upper and lower of component \( x \) \( \triangleright \rho: \) random number in \([0, 1] \)

Evaluate (Eq (7))

while cycle <MCN do

Employed bee Generates \( X_{i1}^{j} \) by

\[
x_{i1}^{j} = z_{i1}^{j} + \rho \times (z_{i1}^{j} - z_{i2}^{j}) \tag{5}
\]

\( \triangleright k = 1, 2, \ldots, N_{p} \), \( k \neq i \) \( \triangleright X_{i1}^{j}: \) new input source in the neighborhood of \( X_{i1}^{j} \)

Evaluate and apply the greedy selection process

If exist Update it by Eq (7)

end if

end while

end for

Return optimal power set-points

---
the previous intervals. In addition, it is this variable generation and load demand forecast is always used in the objective function for the rest of the day, uniquely.

In (7), linear cost function is considered for each class because the optimization unit receives offer from each technology, as its owner is responsible to calculate the cost of electricity in that unit, where the cost function might be linear or nonlinear; however, the H-MG operator’s decision is based on the load demand, available power, and their offers, respectively.

To satisfy the H-MG and technologies safe operation, several constraints should be included in the optimization unit. Generation and demand balance is a key operational constraint in a power system, which is given as:

\[
\sum_{i=1}^{5} \sum_{t} X_{i,t} \times P_{t}^{i,j} = P_{t}^{NRL} - P_{t}^{UP} \quad (8)
\]

In (8), available power from generation resources and storage devices in discharging mode are given in the right-hand side, while load demand (NRL and RLD) and storage devices in charging mode are on the other side, profound terms of interest. \( P_{t}^{EGP} \) might be positive (more load is added to utilize excess available generation) or negative (in power shortage), all based on the initial system condition. Therefore, the excess available generation is stored in the RLD and/or ESS in the charging mode. Different constraints for efficient operation of ESS and restrictive optimization constraints of RLD are defined in already as standards [14].

In (9), the scheduled power from classes 2-5 between the minimum and maximum forecasted power or their rated capacity can be limited.

- Generation limit for the micro-sources in classes 2-5

\[
X_{i} \times (P_{t}^{i,j} \leq P_{t}^{i,j} \leq P_{t}^{i,j}) \quad (9)
\]

The generation upper and lower limits can be updated in real-time similar to the H-MG characteristic matrix for variable generation technologies, based on updated forecasts from each unit. Similarly, Technologies available in the GTD class have extra capacity to regulate operational constraints such as; start-up time, ramp-up and ramp-down. These requirements are given in (10)-(13).

- Maximum and minimum operating times in the GTD class

\[
[Y_{t}^{GTD} - T_{t-1}^{GTD}] \cdot [T_{t-1}^{GTD} - T_{t}^{GTD}] \geq 0 \quad (10)
\]

\[
[T_{t}^{GTD} - T_{t-1}^{GTD}] \cdot [T_{t}^{GTD} - T_{t-1}^{GTD}] \geq 0 \quad (11)
\]

- Ramp-up and ramp-down limits in the GTD class

\[
[P_{t}^{GTD} - P_{t-1}^{GTD}] \leq R_{t}^{GTD} \quad (12)
\]

\[
[P_{t-1}^{GTD} - P_{t}^{GTD}] \leq R_{t}^{GTD} \quad (13)
\]

where \( T_{t}^{GTD} \) and \( T_{t}^{GTD} \) are maximum and minimum up and down time of unit \( i \) in the GTD class (min), respectively, \( R_{t}^{GTD} \) and \( R_{t}^{GTD} \) are ramp up and down of unit \( i \) in the GTD class (kW/min), and \( I_{t}^{GTD} \) is the operating status of unit \( i \) in the GTD class (i.e., \( I_{t}^{GTD} = 1 \) when the unit is on, and \( I_{t}^{GTD} = 0 \) when it is off state). \( t \) is the current time interval.

At each time interval, new operation settings can be decided with respect to the changes in the H-MG for the proposed CEMS. The restructured CEMS is able to generate the optimal operation set-points for the H-MG based on all available generation, storage, demand and their associated prices. The components of vector \( X_{i} \) in the primary control are determined for each time interval during daily system operation, considering the technical constraints, followed by processing by the secondary control.

2.7.2. Secondary control

In the secondary control, real-time optimization is performed by including the hourly optimum values derived from the primary control, load values, maximum output power of non-dispatchable generation resources. The load values and the output power of non-dispatchable resources are generated randomly for real time 5 minutes intervals by using the values of hourly forecasting, and by applying designated distribution functions. Each variable of interest is determined by noting the inputs, objective function and the constraints defined in the primary control, considering real-time operation. In addition to the constraints in the primary control, extra constraints are also proposed in the secondary control as follows:

1. Improving the condition of charge ES [21]

SOC at the last 5 minute time interval related to each hour of optimization is always greater than 60% of its initial value (i.e. \( SOC_{f} \geq 60\% \)).

2. Exchanging power with grid

\[
\sum_{j \in J} (P_{t}^{GRID} - P_{t}^{GRID}) \leq |J| (P_{t}^{GRID}) \pm 5\% \quad (14)
\]

3. Power balance

Power balance between generation and consumption must always be kept at real-time period, as responsive load demand (RLD) is constant for one hour, as same as the value obtained from primary control.

\[
P_{t}^{WTG} + P_{t}^{PV} + P_{t}^{MT} + P_{t}^{BES} + P_{t}^{GRID} + P_{t}^{PU} =
\]

\[
P_{t}^{NRL} + P_{t}^{RLD} + P_{t}^{RES} + P_{t}^{GRID} \quad (15)
\]

4. Objective function

Objective function calculation is based on minimizing the total generation cost in real-time, raising the share of generating H-MG power and reducing the power required from the grid and increasing the efficiency of BES.
\[
\min \sum_{\forall t} \left[ p_{WTG}^{\text{WTG}} \cdot t_{\text{WT} \cdot \text{OPT}} + p_{PV}^{\text{PV}} \cdot t_{\text{PV}} + p_{MT}^{\text{MT}} \cdot t_{\text{MT}} + p_{\text{GRID}^{\text{GRID}}} \cdot t_{\text{GRID}} - p_{\text{GRID}^{\text{GRID}}} \cdot t_{\text{GRID}} - p_{\text{GRID}^{\text{GRID}}} \cdot t_{\text{GRID}} \right] + \frac{C_{\text{SOC}^{\text{SOC}}}^{\text{SOC}} + C_{\text{GB}^{\text{GB}}} + C_{t}}{t_{t}} \tag{16}
\]

where \(C_{\text{SOC}^{\text{SOC}}}^{\text{SOC}}\) represent the cost due to unbalance between the generated and consumed power (mismatch power cost), calculated as:

\[
C_{\text{SOC}^{\text{SOC}}}^{\text{SOC}} = \pi_{\text{SOC}}^{\text{SOC}} \times t_{\text{SOC}} \tag{17}
\]

where the coefficient \(\pi_{\text{SOC}}^{\text{SOC}}\) is considered a great value for preventing unbalance between generation and consumption. \(p_{t}^{\text{D}}\) can also be calculated as:

\[
p_{t}^{\text{D}} = (p_{t}^{\text{MT}} + p_{t}^{\text{PV}} + p_{t}^{\text{GRID}}) - (p_{t}^{\text{GRID}}) \tag{18}
\]

where \(C_{t}^{\text{SOC}}\) is the cost resulting from not fulfilling the SOC achievement condition by the proposed algorithm calculated as:

\[
C_{t}^{\text{SOC}} = \beta \times X_{t}^{\text{SOC}} \tag{19}
\]

where \(\beta\) is a very large penalty coefficient. \(X_{t}^{\text{SOC}}\) is also a binary variable and can satisfy the following relation:

\[
X_{t}^{\text{SOC}} = \begin{cases} 
0 & \text{if } \text{SOC} \geq 60; \\
1 & \text{otherwise.} 
\end{cases} \tag{20}
\]

where \(C_{t}^{\text{GB}}\) shows the cost resulting from not achieving power exchange condition with the grid and Can be calculated from the following relation:

\[
C_{t}^{\text{GB}} = \gamma \times X_{t}^{\text{GB}} \tag{21}
\]

where \(X_{t}^{\text{GB}}\) is a binary variable which should be employed by:

\[
X_{t}^{\text{GB}} = \begin{cases} 
0 & \text{if } \hat{P}_{t} \geq \hat{P}_{t}^{*}; \\
1 & \text{if } \hat{P}_{t} < \hat{P}_{t}^{*}. 
\end{cases} \tag{22}
\]

where \(\hat{P}_{t}\) is the difference between the power purchased and sold in each hour in optimizing real time. \(\hat{P}_{t}^{*}\) is also the difference between the purchased power and sold power in each time interval in hourly optimization. \(C_{t}\) also shows the difference between the costs obtained from real-time and hourly optimization, as the proposed algorithm numerically minimizes the value of this variable:

\[
C_{t} = \delta \times X_{t} \tag{23}
\]

where \(\delta\) is a very large penalty coefficient. \(X_{t}\) can satisfy the following condition:

\[
X_{t} = \begin{cases} 
0 & \text{if } \text{Cost}^{h} \geq \text{Cost}^{r}; \\
\text{Cost}^{r} - \text{Cost}^{h} & \text{if } \text{Cost}^{h} < \text{Cost}^{r}. 
\end{cases} \tag{24}
\]

where \(\text{Cost}^{r}\) and \(\text{Cost}^{h}\) are respectively equal to the costs resulting from exploitation in real-time and hourly time optimizing. The above shows that any appropriate heuristic and deterministic algorithms can be used to solve the optimization problem based on CEMS as long as the optimization algorithm should be fast enough to solve the problem with optimal or near optimal solutions, as in our case in less than 5 minutes (including communication delays between the CEMS and individual devices). This feature is facilitated by the multi-period artificial bee colony (MABC) used for DLCS unit to solve the H-MG optimization problem due to the population-based search capability, the simplicity of implementation, adequate convergence speed and robustness [22]. In addition, EMS based on mixed-integer non-linear programming (MINLP) (called hereafter EMS-MINLP) is utilized in the optimization unit [14] and the results obtained are compared with those obtained from EMS-MABC algorithm. MINLP refers to mathematical programming with continuous and discrete variables and non-linearities in the objective function and constraints, similar to the objective function and constraints in this paper. The use of MINLP is a natural approach of formulating problems where it is necessary to simultaneously optimize the system structure (discrete) and parameters (continuous).
Where the proposed optimization approach minimizes cost of real-time operation in the H-MG, it is also desired to guarantee the daily optimum operational routine, not only for the current intervals. Indeed, the proposed MABC algorithm considers the future predictability of information in real-time (i.e., forecasted generation and demand) at each interval for cost minimization. This is advantageous in optimization of time-dependent system since it considers the possible condition of the H-MG in the predicted future (e.g., variation of RES class and the SOC of the ESS). Since the consumers’ demand pattern repeats each day, optimization horizon is considered as 24 hours daily cycle. This concept is depicted in Figure 6. Finally, the optimal set-points will be passed to the LEM unit to calculate the MCP for the consumers, also will be sent to the RTD unit to be dispatched to different devices in the H-MG testbed.

3. The proposed real time operation (RTO) architecture

In order to evaluate the performance of the proposed CEMS, real-time emulator environment is adapted with real communication links and delays as illustrated in proposed RTO of Figure 7. The method is to model each technology and consumers’ load using an emulator in the testbed. The proposed RTO structure includes four main units, namely DAC, CEMS, RTD, and H-MG testbed.

3.1. DAC Unit

This unit is responsible for receiving and storing data from different devices in the H-MG, finally it is sent to the CEMS for executing optimal solution of the H-MG operation.

3.2. CEMS Unit

This unit contains DLCS unit, technology database, and LEM unit which are explained in details in Section 2.

3.3. The H-MG Testbed

The different generation resources and consumers’ load with battery storage are considered in the H-MG testbed, as shown in Figure 8. PV, WTG, and MTG are considered as the generation resources in the H-MG. BES is also considered in the H-MG testbed as storage device. The consumers’ load is divided to NRL and RLD. Figure 9 illustrates the experimental H-MG testbed in the laboratory setup. The designed structure is modular, such as standard experimental practices [14, 17] which more emulators for extra generation and storage devices can be added to the system without any further modifications in the running software. Actual real-time operation is performed using WTG, PV, and load demand data [14, 17], where the data is sampled every 5 minutes of the same day, where key features are:

1. Sending and receiving data from/to the devices (i.e., emulators) takes 1.5-3 seconds, with best performance under 3 seconds delay. In addition, the optimization unit spends 3 minutes in average to find the optimal solutions.
2. The measured data does not show any meaningful variation in 5 minutes interval.

In Table 1, the constant offer prices used for different devices are reported.

<table>
<thead>
<tr>
<th>Offer</th>
<th>Price (€/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTG</td>
<td>0.083</td>
</tr>
<tr>
<td>PV</td>
<td>0.1</td>
</tr>
<tr>
<td>BES</td>
<td>0.15</td>
</tr>
<tr>
<td>MTG</td>
<td>0.145</td>
</tr>
<tr>
<td>BES+</td>
<td>0.125</td>
</tr>
<tr>
<td>UP</td>
<td>1.5</td>
</tr>
<tr>
<td>RLD</td>
<td>0.105</td>
</tr>
</tbody>
</table>

3.4. The IREC’s H-MG System Configuration

The schematic of the system under study has been shown in Figure 10.
such that it fulfills the defined constraints. For daily operation, the proposed algorithm frequently tries to sell the excess generated power to the grid. The process circumvents and adjusts any constraints for supplying power between the grid and H-MG in secondary control.

The value of the total generated power (TGP) is shown in Figure 12. As before PVS unit entering service begins (coming into operation), the power shortage is mainly supplied by purchasing power from the grid. As soon as PVS comes into operation, a major part of power shortage is supplied by MTS. During the period in which the power generated by PVS is increasing, the proposed algorithm tries to store excess power in BES, so that remainder of the time-wise SOC condition needs for secondary control can be fulfilled. After the occurrence of Scenario 2 and 3, MTS comes into operation with maximum capacity and the rest of the required power is supplied by the grid, such that, while maintaining the power balance constraints in the grid, the power exchange between the grid and H-MG, are also regulated.

4.1. The Convergence Specifications/Comparison for EMS-MABC and EMS-MINLP Algorithms

The proposed algorithm has been implemented for solving the energy management system- EMS problem in the C programming environment and has been tested by using a computer with the specifications CPU 2.6 GHz and RAM 4GB. For comparison, the execution time of the proposed algorithm and the absolute value of CPU time have been mentioned in

![Figure 9: System configuration of IREC’s H-MG Testbed](image)

![Figure 10: Single line diagram of the system under study](image)

![Figure 11: TCP and consumed power by the consumers](image)

![Figure 12: TGP and power generated by the generation resources](image)
Table 2 for both algorithms. The obtained results show that in addition CPU can allocate less time for executing EMS-MABC algorithm compared with EMS-MINLP the following cases from the viewpoint of practical implementation must be considered:

- For the real-time implementation of EMS system in the MG the execution time of the algorithm has significant importance. Real-time in different papers have been reported between 3 minute to 5 minutes. Also, its reason is that this time is less than the adjustment time for protective relay reactions such as under-/over-voltage relay and etc. In addition, atmospheric variations usually needs more than 5 seconds for affecting PV systems and wind turbines. The system under study has a connection network by using IEC 61850 standard between central computer and emulators which have been used for simulating the performance of distributed generation sources. The required time for sending data (the optimum power of all the DER sources and the amount of RLD from the central computer to the simulators) is between 1.5 and 3 seconds. Furthermore, the necessary time for exchanging data among intelligent sockets present inside the emulators which have been connected to each other by using connection link under CAN protocol and operate as local controller is also less than 3 seconds. So, the sum of the required time for executing the algorithm and the required time for sending data and information exchange has become much less than 3 minutes in both of the algorithms.

- Other point which can be stated is that the problems related to unit commitment in the MGs are mainly large-scale with a large number of variables; non-convex, non-linear and belonging to non-deterministic polynomial time hard (NP-hard). With the increase of the number of variables, the algorithm execution time will increase in exponential progression. So, using heuristic algorithms which give close to optimal point can be considered as a solution for such problems. Finally, the proposed algorithm is not only just for the system under study with a number of low variables but in fact the main purpose of presenting it, is for solving networks with greater scale.

- Another point is about the convergence specification of the implemented algorithm. The proposed algorithm convergence specification for a time interval has been shown in Figure. 13. Maximum iteration is set to 100. As it is observed in the Figure, the algorithm has become convergent after 68 iterations. For showing the quality of the presented solution by the EMS-MABC algorithm for the system under study, the efficiency of the algorithm for 100 iterations has been presented in Table. 3 with the results obtained from the realistic algorithm (MINLP) (presented in [14]) under cases such as average cost, minimum cost and standard deviation. As it is observed in Figure. 13, it is obvious that the EMS-MABC algorithm has reached its minimum cost after 68 iterations. While the EMS-MINLP algorithm has reached its minimum value after 83 iterations. As it is observed in Table. 3, the average value in the EMS-MABC algorithm is very close to the value of minimum cost and standard deviation is also much less than the other algorithm.

Table 2: Average calculation time for the system under study

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MINLP</th>
<th>MABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time (s)</td>
<td>8.23</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Figure 13: The characteristic of the convergence of the proposed algorithm for the system under study during a time interval

The H-MG operated by using the EMS-MABC algorithm has been able to perform optimum, robust, safe and stable function based on the following features:

1. A higher overall system input stream by taking into consideration the DG bids that accounts for the total consumed power by loads, as well, the total generated power by renewable sources;
2. A maximum satisfaction load rate by minimizing the operation cost in islanded mode;
3. An intelligent management of renewable units for long-term period intermittent durations and real-time forecasting by using real time schedule layer;
4. A precise adjustment of the set-point related to production units in real time schedule layer for the optimization of power distribution;
5. A fast precision-based algorithm reaction time and decision making by considering real-time forecast data for unwanted incidents resulting from the exit/entrance and/or increased/reduced capacity of non-dispatchable sources, as well, an increased demand for NRL.
5. Conclusions

An intelligent EMS architecture and experimental evaluation has been successfully demonstrated for optimizing the power generation balance under DER electrical systems. The EMS-MABC energy management algorithm demonstrates the time-wise scheduling practical capability for a range of integrated power devices and demand loads. A significant reduction, being one of the primary features, in the total electricity cost can be obtained. The priority of entering/exiting service of power generation sources and feeding responsive loads, based on the emulated objective function, demonstrates the inclusiveness of all the known constraints in DER. Comparison of experimental and simulation results shows the capability of the proposed algorithm to tolerate adequately the encounter with unwanted transients/incidents for the whole cycle of power generation to distribution operation.

The results highlights the effectiveness of the proposed EMS-MINLP algorithm under very high convergence time, an incentive for the smart grids energy management and distribution for H-MG applications in real-time. The demonstrated our H-MG topology seems a logical choice for achieving these goals, and our adaptive and recursive EMS-MABC algorithm devises our initiatives to show for optimum energy management that can certainly be envisioned for future hybrid multifunctional smart grid supply chain energy systems with a revolutionary architectures. The real-time energy management capability of a H-MG is shown to inter-operate at both; a connected to the grid and an independent from the grid, where the optimization algorithm based on ABC-method using a double layer control scheme, including a dedicated primary and secondary control. The optimum controllable set-points related to each of the variables can be obtained in hourly and real-time intervals by control schemes as follows:

- Adequate exploitation of non-dispatchable resources with the aim of increasing utilization with maximum capacity as a result of significant reduction of environmental population and also reduction of consumed electricity;
- Maximizing the energy stored in the BES and maintaining SOC at acceptable level for increasing BES system reliability and life cycle.
- Exchanging adequate power with the grid and efficient demand side management by applying DR and stable load feed with a reduced operational cost.
- The demonstrated results show the effectiveness of the proposed EMS-MINLP algorithm under very high convergence time, overall that can offer an incentive of smart real-time energy management, planning and distribution in power systems for H-MG applications.
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