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Abstract. Laser-Induced Breakdown Spectroscopy (LIBS) of silicon was performed using a nanosecond pulsed frequency doubled Nd:YAG (532 nm) laser. The temporal evolution of the laser ablation plumes was characterized under a range of low pressures. Electron densities were determined from the Stark broadening of the Si (I) 288.16 nm emission line and were found to be in the range $2.79 \times 10^{16}$ cm$^{-3}$ to $5.59 \times 10^{19}$ cm$^{-3}$. Excitation temperatures of 9000 - 21000 K were calculated using the Si (I) 288.16 nm emission line to continuum ratio. The morphology of the laser plume, observed with respect to time, was seen to be strongly dependent on the ambient pressure. The density and temperature of the plasma was also found to vary critically with plasma morphology. Three ambient pressure regimes were identified where the plasma evolution was observed to differ markedly. Requirements for the existence of local thermal equilibrium conditions in the laser-induced plasmas are discussed with respect to these results.
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1. Introduction
Laser-Induced Breakdown Spectroscopy (LIBS) is a powerful Optical Emission Spectroscopy (OES) analytical tool capable of sampling solids, liquids and gases for research and industrial applications [1-7]. A pulsed laser source is employed to vaporise and excite an analyte forming a transient plasma or plume which subsequently expands away from the sample surface. The optical emission from the relaxation of excited species within the plasma yields information regarding the composition of the material under test. LIBS historically has been a qualitative technique but over recent years it has developed into a pseudo-quantitative materials micro-analysis technique, capable of determining the elemental composition of solids, liquids and gases [2].

The basis of the LIBS technique requires the formation of a short lived plasma from the sample. High intensity pulsed laser radiation is focussed onto the sample and if the laser fluence exceeds a material specific threshold value, typically $10^9 - 10^{14}$ W m$^{-2}$ [1], then the sample is ablated forming a plume propagating away from the sample surface. The ablated material is composed of neutral particles, free electrons and ionic species, and expands as a high temperature plasma, approximately $10^3 - 10^5$ K [1,3,6]. Spectroscopic analysis of the optical emission from the excited plasma species enables identification of the material under test. Typically the optical emission from the expanding plasma is dispersed using a spectrograph and subsequently captured and analysed. The captured emission spectrum provides information regarding the elemental composition of the sample, the temperature and particle density of the plasma, and the degree of plasma fractional ionisation. Suitably delayed gated capture of the emission spectra from laser-induced plasmas enables temporal investigation of plasma characteristics and expansion dynamics [3,7]. Several excellent review articles [2,3,5-9] regarding LIBS fundamentals, applications and experimental approaches have been published.

The versatility of LIBS has seen it employed in numerous industrial [10-13], environmental [14-16] and archaeological [17-19] applications, to give but a few examples.

Spectroscopic analysis of laser-induced plasmas can lead to the determination of electron number densities from the Stark broadening of emission line profiles [20,21]; plasma temperatures may be determined from the 2 line ratio method [20], Boltzmann plot method [22,23] and line-to-continuum ratio method [24,25] Milàn and Laserna [26] performed diagnostics of silicon plasmas produced by nanosecond Nd:YAG 532 nm pulses, in air at atmospheric pressure. Plasma temperatures determined, using the Boltzmann plot method, tended to remain constant with increasing delay and were reported to be in the range of 6000 - 9000 K. This behaviour, contrary to their expectations, was ascribed to difficulties in finding silicon lines fulfilling the requirements of the Boltzmann plot method. Electron densities of the order $10^{18}$ cm$^{-3}$ were determined from the Stark broadening of the Si (I) 250.65 nm line. Liu et al. [24] performed spectroscopic analyses of silicon plasmas induced by nanosecond Nd:YAG 266 nm pulses, in air at atmospheric pressure. Plasma temperatures were ascertained using the line-to-continuum ratio method and found to be in the range 20000 – 70000 K during the early phase (<300 ns) of plasma expansion. Electron densities of $10^{18}$ - $10^{19}$ cm$^{-3}$ were calculated from the Stark broadening of the Si (I) 288.16 nm line.

The electron densities and temperatures reported by Milàn and Laserna [26] and Liu et al. [24] for silicon plasmas are comparable to those calculated for other solid analytes in air at atmospheric pressure. Shaikh et al. reported temperatures in zinc plasmas, using Nd:YAG (532 nm) nanosecond pulses, of approximately 9000 K determined by the 2-line method, and electron densities of the order $10^{16}$ cm$^{-3}$ [20]. Drogoff et al. report electron densities of the order $10^{16} - 10^{18}$ cm$^{-3}$ and plasma temperatures in the range 5500 – 11000 K for Nd:YAG (1064 nm) nanosecond pulse laser induced aluminium plasmas [22].
The ambient atmosphere plays an important role in dictating the morphology and evolution of laser-induced plasmas [1,23]. The ambient gas confines the plasma and in some cases may react with it. The observed plasma emission intensity dependence on ambient gas pressure and composition is extremely complex [7]. It is generally recognised that as the ambient pressure decreases the emission intensity and plasma lifetime also decreases due to a lack of external ambient confinement [1,23,27] and that the signal to background ratio is improved due to the reduced continuum radiation at lower plasma densities [28,29]. Laser-induced plasmas may also exhibit increased emission intensity at lower pressures due to lessened plasma shielding, and therefore greater sample ablation [1,3].

Harilal et al. performed electron density and temperature measurements from Nd:YAG (1064 nm) laser induced plasmas at an ambient pressure of ~ 10\(^{-4}\) mbar; electron densities of the order 10\(^{17}\) cm\(^{-3}\) and temperatures in the range 17000 – 40000 K were reported [30]. Radziemski et al. conducted LIBS of geological samples in a simulated Martian atmosphere, and reported that the appearance and characteristics of the induced plasma plumes were strongly pressure dependent [27]. Harilal et al. applied 2 ns gated ICCD photography to characterize the morphology of laser-induced aluminium plumes through a range of ambient pressures from ~ 10\(^{-6}\) to 100 mbar [31].

2. Experimental set-up

The apparatus shown in Figure 1 is designed for LIBS material analysis and plasma plume characterisation through a range of ambient pressure regimes, from atmospheric down to a pressure, \(p_a\), < 10\(^{-6}\) mbar, [29]. The set-up includes an Nd:YAG laser (Continuum, Surelite), frequency doubled to produce an output at 532 nm, with a 4-6 ns pulse length and a peak power of 200 mJ. For this investigation the laser was operated at a repetition rate of 10 Hz unless otherwise specified. Laser radiation was focussed onto the sample surface using a 150 mm plano-convex quartz lens, with a spot size of ~ 400 µm at the sample. Samples were placed perpendicular to the direction of the laser beam.

![Figure 1. The LIBS apparatus](image-url)
The material under test was mounted in the vacuum chamber on a rotating stage such that each LIBS analysis could be carried out on a fresh piece of the sample. A turbomolecular and rotary pump set was used to evacuate the chamber to \( p_a < 10^{-6} \) mbar. A molecular sieve foreline trap was employed to reduce pump oil contamination.

Optical emission from the plasma plume was collected, at 90° to the direction of laser beam propagation, through a quartz window in the vacuum chamber wall. Plasma plumes were imaged using a plano-convex quartz lens (focal length 100 mm) onto the entrance slit of an Acton Research Spectra Pro 500i 0.5 m imaging triple grating (150, 600, 2400 grooves mm\(^{-1}\)) spectrometer. Dispersed images of the plasma were captured with the spectrometer input slit width set to 10 µm, non-dispersed images were captured with a slit width of 3 mm. The spectrometer input slit was orientated to capture images along the entire plume length in the direction of plume propagation; all measurements taken were thus spatially integrated along the length of the plume. The output of the spectrometer was coupled to a Princeton Instruments PI-MAX ICCD camera that utilized a proximity focussed MCP intensifier connected via a fibre-optic coupling to the CCD array; the 1024 × 256 pixel CCD array being thermoelectrically cooled to -20°C. The laser power supply, camera and PC were connected to a Princeton Instruments ST-133A programmable timing generator, enabling temporal resolution of the plasma plume.

Standard semiconductor grade polished silicon [111] wafers were used in this study. Electron temperature and density measurements were performed with the 2400 grooves mm\(^{-1}\) grating, using the neutral Silicon (I) 288.16 nm emission line arising from the \( 3s^2 3p^2 \rightarrow 3s^2 3p 4s \) transition. Non-dispersed images of the plasma were collected with the 2400 grooves mm\(^{-1}\) grating positioned to allow the zero order to propagate to the ICCD. Spectral resolution when using the 2400 grooves mm\(^{-1}\) grating was 0.02 nm pixel\(^{-1}\).

3. Results
3.1 Plasma electron temperature

Use of the Boltzmann plot for plasma temperature determination proved difficult as there were very few, simultaneously produced, suitable Si (I) emission lines within the narrow wavelength range that the LIBS system requires. This problem has been noted previously for silicon by Milán and Laserna [26]. The excitation temperature was therefore determined using the line-to-continuum ratio method [24, 25], which relies on the accurate measurement of the continuum level. At delay times greater than \( \sim 2 \) µs at atmospheric pressure, and greater than \( \sim 1.4 \) µs at \( p_a \sim 10^{-4} \) mbar, the continuum may no longer be resolved above the dark charge level of the ICCD. As such, this study focussed on temporal evolution of plasma plumes up to a maximum delay of 1410 ns. To employ the line-to-continuum ratio method, a Voigt curve was fitted to each data set, as shown in Figure 2.
Figure 2. Example of a Voigt curve fitted to the Si (I) 288.16 nm emission line. The captured spectral data is given in grey, the Voigt fit is shown in black. The shaded region represents the integrated area of the curve, \( A \). The centre wavelength of the peak is represented by \( \chi_c \), and the baseline offset by \( y_0 \).

All spectra were corrected to account for the spectral response of the instrument, and the ICCD dark charge was subsequently subtracted. Using the parameters resulting from the Voigt fit to the 288.16 nm Si (I) emission line, and assuming Local Thermal Equilibrium (LTE) conditions exist within the plasma, the plasma excitation temperature \( T_e \) may be calculated using Equation 1 [24].

\[
\frac{1}{c_2} = C_r \frac{A_{21} g_2}{U_i} \frac{E_i}{E_2} e^\frac{-E_i}{kT_e} \left[ \frac{1}{T_e} \exp\left( \frac{h c}{kT_e} \right) + G \exp\left( \frac{h c}{kT_e} \right) \right]^{-\frac{1}{2}}
\]

where \( C_r = 2.005 \times 10^{-5} \) (s K), \( A_{21} \) is the transition probability, \( E_i \) is the ionisation potential, \( E_2 \) is the upper state energy level, and \( g_2 \) the upper state statistical weight. \( \Delta E_j \) is the lowering of the ionisation potential of atoms in the presence of a field of ions and is small enough to be deemed insignificant [24]. \( U_i \) is the partition function for a silicon ion, and was calculated in the range 5.84 – 6.87 over the temperature conditions of this study. \( G \) is the free-free Gaunt factor, which is assumed to be unity [24]. \( \zeta \) is the free-bound continuum correction factor, and was calculated for Si vapour by Liu et al. as 1.4 [24]. \( \epsilon_c \) is the continuum emission coefficient and is equal to \( y_0 \) obtained from the Voigt fit. \( \epsilon_l \) is the integrated emission coefficient over the line spectral profile, and is given by the integrated area of the fitted Voigt curve, \( A \). \( \lambda_c \) and \( \lambda_l \) are the continuum wavelength and line wavelength (nm) respectively; from the Voigt curve fit: \( \lambda_c = \lambda_l = \chi_c \). The parameters used for plasma temperature determinations are summarized in Table 1. There is no simple analytical solution for
Equation 1; as such an iterative process was employed to solve for \( T_e \) numerically. The Si\(^+\) partition function is a dependent of temperature and therefore was required to be re-calculated at each successive stage of the iterative solution for \( T_e \). Values of \( T_e \), and hence \( U_i \), were found to converge to steady values after five cycles of this iterative process.

**Table 1.** Parameters used for plasma temperature determinations [24,32].

<table>
<thead>
<tr>
<th>Transition (nm)</th>
<th>( A_21 ) (10(^8) ( s^{-1} ))</th>
<th>( G_2 )</th>
<th>( E_2 ) (eV)</th>
<th>( E_i ) (eV)</th>
<th>( U_i )</th>
<th>( \tilde{C} )</th>
<th>( G )</th>
<th>( C_r ) (sK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si (I)</td>
<td>288.16</td>
<td>1.9</td>
<td>3</td>
<td>5.028</td>
<td>8.151</td>
<td>5.84 – 6.87</td>
<td>1.4</td>
<td>1</td>
</tr>
</tbody>
</table>

The excitation temperature \( T_e \) was determined using Equation 1 for delay times of 10 to 1410 ns, over a range of 8 pressures from atmospheric to \( 1 \times 10^{-4} \) mbar; these data are plotted in Figure 3.

![Figure 3](image)

**Figure 3.** Plasma excitation temperature \( T_e \) versus capture delay time, for ambient pressures in the range \( 1 \times 10^3 \) to \( 1 \times 10^{-4} \) mbar.

It can be seen from Figure 3 that the maximum determined \( T_e \) are evident at \( p_a \) of 100 and 10 mbar; below 10 mbar there is a general decrease in plasma temperature with decreasing ambient pressure. The maximum calculated excitation temperature \( T_e \) here was 21000 K, the minimum was 9100 K. At each ambient pressure considered, the decrease of plasma temperature with time was found to best fit a second order exponential decay; the coefficient of determination \( R^2 \) for each fit is listed in Table 2.
Table 2. Coefficients of determination, $R^2$, for a second order exponential decay as fitted to the excitation temperature data presented in Figure 3

<table>
<thead>
<tr>
<th>Pressure (mbar)</th>
<th>$R^2$</th>
<th>Pressure (mbar)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^3$</td>
<td>0.99723</td>
<td>$1 \times 10^1$</td>
<td>0.99570</td>
</tr>
<tr>
<td>$1 \times 10^2$</td>
<td>0.99915</td>
<td>$1 \times 10^2$</td>
<td>0.99825</td>
</tr>
<tr>
<td>$1 \times 10^1$</td>
<td>0.99951</td>
<td>$1 \times 10^3$</td>
<td>0.99885</td>
</tr>
<tr>
<td>$1 \times 10^0$</td>
<td>0.99914</td>
<td>$1 \times 10^4$</td>
<td>0.99722</td>
</tr>
</tbody>
</table>

3.2 Plasma electron density

The electron density of the laser ablation plasma was determined from the Stark broadening of the 288.16 nm Si (I) emission line. The contributions of resonance and Doppler line broadening were deemed insignificant under the conditions of this study. Resonance broadening is negligible as the 288.16 nm Si (I) line is not associated with a ground state [24, 33]. The Doppler effect will cause a broadening in line width for Si (I) 288.16 nm of less than 0.0055 nm, assuming that the plasma temperature is the maximum determined in this study. This value was estimated using Equation 2 [24].

$$w_{1/2} = 7.19 \times 10^{-10} \lambda (T/M)^{1/2}$$  \hspace{1cm} (2)

Where $w_{1/2}$ is the Doppler broadening contribution in nm, $\lambda$ is the line wavelength in nm, $T$ is the plasma temperature in Kelvin, and $M$ is the atomic mass expressed in amu. The electron density of the plasma is related to the Stark pressure broadening of the emission lines by Equation 3 [26].

$$w_{1/2} = 2w \left( \frac{N_e}{10^{16}} \right) + 3.5A \left( \frac{N_e}{10^{16}} \right)^{1/4} \left[ 1 + 1.2N_D^{1/3} \right] \left( \frac{N_e}{10^{16}} \right)$$  \hspace{1cm} (3)

where $\Delta \lambda_{1/2}$ is the FWHM broadening of the line, $N_e$ is the plasma electron number density, $w$ and $A$ are the electron impact width parameter and the ion broadening parameter respectively, and $N_D$ is the number density of particles in the Debye sphere, given by Equation 4 [26].

$$N_D = 1.72 \times 10^{7} \frac{T^{3/2}}{N_e^{1/2}}$$  \hspace{1cm} (4)

Where $T$ is the plasma temperature. Due to the small ionic contribution to Stark broadening, Equation 4 may be simplified to Equation 5 [20,26].

$$w_{1/2} = 2w \left( \frac{N_e}{10^{16}} \right)$$  \hspace{1cm} (5)

The electron impact broadening width parameter $w$ is temperature dependent, and was interpolated for each appropriate temperature from the values given by Griem [34]. The observed line profile is a convolution of the Stark broadening of the emission lines and the broadening contribution of the instrument. The instrument broadening contributes a Gaussian component to the observed line shape, the Stark effect a Lorentzian contribution to the observed line profile. A deconvolution of the Voigt fit to each spectrum was performed, with the Gaussian FWHM fixed as the instrumental broadening contribution; in this way the FWHM of the emission lines was determined. The instrumental broadening profile was found to be 0.04 nm, measured using several narrow emission lines from a cadmium hollow cathode lamp.
The plasma electron density was calculated using Equation 5 for delay times of 10 to 1410 ns, over a range of 8 pressures from atmospheric to $1 \times 10^{-4}$ mbar; these data are plotted in Figure 4.

![Graph showing plasma electron density $N_e$ versus capture delay time for ambient pressures in the range $1 \times 10^{-3}$ to $1 \times 10^{-4}$ mbar.](image)

**Figure 4.** Plasma electron density $N_e$ versus capture delay time, for ambient pressures in the range $1 \times 10^{-3}$ to $1 \times 10^{-4}$ mbar.

Figure 4 reveals that there is a general decrease in plasma electron density with ambient pressure. The most striking feature of Figure 4 is the step change in the plasma behaviour, between ambient pressures of $\geq 10$ mbar and $\leq 1$ mbar. The decrease in the plasma electron density with increased delay times was found to fit a second-order exponential decay. The coefficients of determination $R^2$ for each fit are listed in Table 3; such fits describe the captured data more accurately at ambient pressures below 1 mbar.

**Table 3.** Coefficients of determination, $R^2$, for second-order exponential fits to the electron number density data presented in Figure 4

<table>
<thead>
<tr>
<th>Pressure (mbar)</th>
<th>$R^2$</th>
<th>Pressure (mbar)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^3$</td>
<td>0.92206</td>
<td>$1 \times 10^1$</td>
<td>0.99998</td>
</tr>
<tr>
<td>$1 \times 10^2$</td>
<td>0.91586</td>
<td>$1 \times 10^2$</td>
<td>0.99839</td>
</tr>
<tr>
<td>$1 \times 10^1$</td>
<td>0.92732</td>
<td>$1 \times 10^3$</td>
<td>0.99493</td>
</tr>
<tr>
<td>$1 \times 10^0$</td>
<td>0.99994</td>
<td>$1 \times 10^4$</td>
<td>0.99941</td>
</tr>
</tbody>
</table>

The maximum recorded electron number density was found to be $5.59 \times 10^{19}$ cm$^3$, and the minimum $2.79 \times 10^{16}$ cm$^3$.

### 3.3 Local Thermal Equilibrium considerations

For any given plasma to be considered to be in LTE the lower limit for the electron number density $N_e$ must satisfy Equation 6 [26,33]:

$$N_e \ (\text{cm}^3) \geq 1.6 \times 10^{12} \ T^{1/2} \ \Delta E^{3/2} \ (6)$$
\[ \Delta E \text{ (eV)} \] is the energy difference between the upper and lower states and \( T \text{ (K)} \) is the plasma temperature. For the Si (I) 288.16 nm line transition, \( \Delta E = 4.3 \text{ eV} \). Considering the highest plasma temperature measured here, \( T_e \sim 2.1 \times 10^4 \text{ K} \), yields a minimum electron density of \( N_e \geq 1.81 \times 10^{16} \text{ (cm}^{-3}) \). It is apparent that, throughout the parameter space of this study, \( N_e \) is greater than the limit defined in Equation 6. It should be noted, however, that \( N_e \) is only just greater than this limit at lower ambient pressures, and hence the assumption that LTE exists must be treated with caution. It should also be noted that the criterion outlined in Equation 6 is a necessary, but not the only, requirement for LTE.

3.4 Plasma morphology

Figures 5a to 5h show time-resolved non-dispersed images of the laser–induced silicon plasmas from atmospheric pressure down to \( p_a \sim 10^{-4} \text{ mbar} \). The laser was operated in single shot mode with each shot on a clean area of the sample; the intensity scale of each image was normalized to its maximum intensity. The direction of laser propagation was from the top of each image to the bottom, with the sample surface lying perpendicular to the laser beam and the plasma being generated vertically upwards. All indicated capture delay times are given in ns.

In order to prevent ICCD spot damage from intense plasma emission, a ND 1.2 neutral density filter was placed in front of the spectrometer input slit. The integration time for each capture was 1 ns, and the intensifier gain was set to 200. The plumes appeared asymmetrical about the axis of the laser beam propagation due to irregularities in the beam profile. It can be seen that in the early stages of plasma formation, \( \sim 110 \text{ ns} \), the plasmas generated at each ambient pressure are comparable in terms of size and luminosity. This similarity is backed up by the spectroscopic measurements of \( N_e \) and \( T_e \). The plasma disperses much more rapidly under lower ambient pressure due to free plasma expansion on account of an increased mean free path of the confining ambient gas; this is again supported by the spectroscopic measurements of \( N_e \) and \( T_e \).

![Atmospheric pressure](image)

**Figure 5a.** Plasma morphology at atmospheric pressure versus capture delay time (ns)

![1 x 10^2 mbar](image)

**Figure 5b.** Plasma morphology at \( 1 \times 10^2 \text{ mbar} \) versus capture delay time (ns)
Figure 5c. Plasma morphology at $1 \times 10^1$ mbar versus capture delay time (ns)

Figure 5d. Plasma morphology at $1 \times 10^0$ mbar versus capture delay time (ns)

Figure 5e. Plasma morphology at $1 \times 10^{-1}$ mbar versus capture delay time (ns)

Figure 5f. Plasma morphology at $1 \times 10^{-2}$ mbar versus capture delay time (ns)
At atmospheric pressure, $1 \times 10^2$ and $1 \times 10^1$ mbar there is little discernible difference in the shape, size, luminosity or lifetime of the laser induced silicon plasmas. In Figure 5d, at an ambient pressure of $1 \times 10^0$ mbar the plasma is seen to leave the sample surface as it expands, a trend continued at ambient pressures of $1 \times 10^{-1}$ and $1 \times 10^{-2}$ mbar, shown in Figures 5e and 5f.

At ambient pressures of $1 \times 10^{-3}$ mbar and below, shown in Figures 5g and 5h, the plasma does not leave the sample surface as it expands. Figures 5a through to 5h indicate that, below an ambient pressure of $1 \times 10^1$ mbar, further pressure decreases reveal an expected acceleration in the rate of plasma expansion.
Figure 6. Plasma plume front height position above sample surface versus capture delay time, for ambient pressures in the range $1 \times 10^3$ to $1 \times 10^{-4}$ mbar.

Figure 6, a plot of the plasma plume front height above the sample surface versus delay time, indicates plume confinement at pressures of $1 \times 10^1$ mbar and above, with the plasma remaining virtually the same length throughout the observation period. At ambient pressures of $1 \times 10^0$ and $1 \times 10^{-1}$ mbar the plasma plume front propagates away from the sample surface, but the traces for these pressures indicate a deceleration of the plume front, and by inference a degree of plasma confinement. At ambient pressures $\leq 1 \times 10^{-2}$ mbar the plume front moves away from the sample surface with a constant velocity, indicating free plasma expansion and little plume confinement.

4. Discussion

Two distinct groups of data can be seen, one representing the plasmas that are confined to the substrate surface by the ambient gas pressure, the other representing plasmas that have detached from the silicon substrate surface and are thus undergoing free expansion. The evaluation of the plasma excitation temperature at atmospheric pressure, using the line-to-continuum ratio method, produced results that were in good agreement with the published data [20,22,24,26]. It is shown that as the ambient pressure decreases the excitation temperature and electron number density decrease, which is to be expected. The maximum calculated excitation temperatures were observed at ambient pressures of $1 \times 10^2$ and $1 \times 10^1$ mbar; the pressure region through which the plasma is confined to the substrate surface.

The electron number density behaviour appears to be separated into two ambient pressure dependent regimes. For ambient pressures $\geq 1 \times 10^1$ mbar the electron number density decreases steadily from $\sim 10^{19}$ to $\sim 10^{18}$ cm$^{-3}$ over 1400 ns. For ambient pressures $< 1 \times 10^1$ mbar there is a sudden drop in electron number density from $\sim 10^{19}$ to $\sim 10^{17}$ cm$^{-3}$ in the first 200 ns of plume evolution, followed by a much slower decrease over the remainder of the observation period.
The highest electron number densities are observed at atmospheric pressure, and drop with decreasing ambient pressure. The step change in electron number density is evident, dropping by approximately an order of magnitude between ambient pressures of 10 and 1 mbar.

It is postulated that the spectroscopic measurements obtained throughout this work are dependent on the plasma morphology, which in turn is seen broadly to depend on the ambient pressure. At the initial point of plasma formation, and during the first few nanoseconds of plasma lifetime, the ambient pressure plays little part in dictating the shape, size and properties of the plasma, as seen in Figures 5a to 5h and confirmed by the spectroscopic measurements. As the plasma front subsequently expands into the ambient gas, the ambient pressure now begins to affect these properties, with differing plasma expansion dynamics observed at different ambient pressures.

By extrapolation it is seen that the mean free path relating to this pressure boundary possesses a value that is of the order of the plume dimensions. It is therefore concluded that, as a simplistic first approximation, the plasma expansion dynamics change at the point where the mean free path of the confining ambient gas approaches the dimensions of the plasma. This observation can now help to explain the three observed pressure-dependent plasma behaviour regions:

1. where the mean free path of the ambient gas is small compared to the plasma dimensions, the plasma is confined
2. where the mean free path of the ambient gas is large compared to the plasma dimensions, free expansion of the plasma is observed
3. at intermediate ambient pressures a ‘transition region’ exists wherein there is a degree of plasma confinement, but the plasma is observed to propagate slowly away from the substrate surface.

The above discussion of the plasma expansion dynamics is, of course, a highly simplified description. It is known that laser-induced plasma formation and expansion is a complex process [1,2,7]. This preliminary investigation into the pressure dependence of laser-induced plasma expansion neglects the influences of shockwave formation and propagation, plasma shielding and ablation rates, and reactions between the ambient gas and plasma etc. Further investigation will be required to fully describe and characterise the plasma formation and evolution processes.

5. Conclusion
Laser-Induced Breakdown Spectroscopy of silicon was performed using a nanosecond pulsed frequency doubled Nd:YAG (532 nm) laser. The temporal evolution of the laser ablation plumes through a range of ambient pressures was characterized in terms of temperature, electron number density and plasma morphology. Excitation temperatures were obtained from the Si (I) 288.16 nm emission line to continuum ratio, and were found to be in the range 9100 - 21000 K. Plasma temperature was found to decrease with time following a second-order exponential decay at each pressure considered here. This decrease hints at a two-phase plasma expansion, with an initial rapid drop in temperature followed by a slow, steady temperature decay over time. In general, there was seen to be a decrease in plasma temperature with respect to ambient pressure, with maximum plasma temperatures recorded at ambient pressures of $1 \times 10^2$ and $1 \times 10^1$ mbar.

Electron densities were determined from the Stark broadening of the Si (I) 288.16 nm emission line, in the range $2.79 \times 10^{15}$ cm$^{-3}$ to $5.59 \times 10^{19}$ cm$^{-3}$. At each ambient pressure considered, the plasma electron number density was observed to fulfil the criterion for LTE as outlined in Equation 6. A decrease in plasma electron density with respect to ambient pressure, with a step-change in plasma expansion dynamics was observed between pressures.
of $1 \times 10^1$ and $1 \times 10^9$ mbar. The density and temperature of the plasma was found to vary critically with plasma morphology, which is in turn was strongly dependent on ambient pressure. These preliminary conclusions were justified by comparison of the plasma dimensions to the mean free path of the ambient gas. Further work will be required to fully characterise the laser-induced plasma formation and expansion process.
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