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Summary

The ever-growing number of Internet connected devices, coupled with the new computing trends, namely within emerging opportunistic networks, engenders several security concerns. Most of the exchanged data between the Internet of Things (IoT) devices are not adequately secured due to resource constraints on IoT devices. Attribute Based Encryption is a promising cryptographic mechanism suitable for distributed environments, providing flexible access control to encrypted data contents. However, it imposes high decryption costs, and does not support access policy update, for highly dynamic environments. This paper presents CUPS, an ABE-based framework for opportunistic cloud of things applications, that securely outsources data decryption process to edge nodes in order to reduce the computation overhead on the user side. CUPS allows end-users to delegate most of the decryption overhead to an edge node and verify the correctness of the received partially decrypted data from the edge node. Moreover, CUPS provides the access policy update feature with neither involving a proxy-server, nor re-encrypting the encrypted data contents and re-distributing the users’ secret keys. The access policy update feature in CUPS does not affect the size of the message received by the end-user which reduces the bandwidth and the storage usage. Our comprehensive theoretical analysis proves that CUPS outperforms existing schemes in terms of functionality, communication and computation overheads.
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1 | INTRODUCTION

Opportunistic networks appeared as a promising type of Mobile Ad-hoc Networks, MANET for short. Indeed, they enable direct communication between user-carried mobile devices, referred to as nodes, via short-range wireless technologies instead of passing through the cellular network. Hence, opportunistic networks are considered as an interesting communication technology in several urban scenarios, e.g., in overloaded cellular network areas, and in non-urban scenarios, e.g., non-covered areas. In a nutshell, opportunistic networks are defined as infrastructure-free: nodes store data, and carry it according to the related user mobility until a new communication opportunity arises to forward these data. This store-carry-forward feature was first introduced as a main defining function of Delay Tolerant Networks (DTN). Contrary to DTNs, in opportunistic networks, the focus shifts from user-oriented to content-oriented data dissemination. This considerably reduces the network complexity, as choosing appropriate intermediate nodes for forwarding data contents is no longer a priority. Instead, data dissemination depends on the mobility patterns of users as well as some shared contents’ interests.
Recently, the Internet of Things (IoT) appeared and gained an expanding interest\textsuperscript{1,2} IoT has sparked a significant shift in all aspects of our lives including business, industry and society. Today’s availability of low-cost embedded sensors and actuators offer unprecedented opportunity for interconnecting smart buildings, factories, vehicles, power grids and other data infrastructures\textsuperscript{3,4,5,6,7}. Combining IoT and opportunistic networks has fostered a new computing paradigm referred to as Opportunistic Computing (c.f., Figure 1). Exploiting devices’ contact opportunities for communication is only a first step. Indeed, this device-to-device communication can be used to share data, utilise other devices resources and compute tasks remotely.

Hence, adopting opportunistic computing to leverage secure content dissemination is an interesting solution, for IoT application\textsuperscript{8,9}. However, in the context of opportunistic networks, secure content sharing remains an issue. An increasing need to design secure and efficient data sharing protocols adapted to IoT applications has appeared. Due to their limited storage and computation capacities, IoT devices are usually assisted with cloud services to store and process generated data\textsuperscript{10,11,12}, generally considered as a semi-trusted third party.

Data sharing schemes often rely on cryptographic algorithms to ensure the secrecy of shared data, between different group members. Although encryption mechanisms ensure data confidentiality against both curious cloud service providers and malicious users, the use of conventional encryption approaches is not sufficient to support the enforcement of fine-grained access control policies\textsuperscript{13,14}. In fact, data confidentiality preservation becomes more complicated, considering flexible data sharing among highly dynamic group of users, trying to foster any opportunity to collect and/or retrieve data.

These opportunistic groups require efficient sharing of deciphering keys between different authorized users. In fact, the subscription of a new group member -based on its availability in an area-range and main interests- should not require updating the secret keys of existing users to minimise the key management complexity. Thus, the challenge lies in defining a comprehensive access control mechanism for outsourced data while both ensuring data secrecy and flexible up-datable access policies.

Attribute based Encryption (ABE) ensures encrypted access control to outsourced data while limiting privacy leakage of data producers and users\textsuperscript{15,16,17}. ABE consists of enciphering data with respect to an access policy over a set of attributes where users that possess the matching attributes can recover data\textsuperscript{8}. Nowadays, with the emergence of IoT applications adapted to distributed and dynamic environments, several settings require adding new users, strengthening access patterns and/or removing current users from systems. Hence, severe drawbacks that limit ABE application to resource constrained systems have to be considered. On the one hand, ABE techniques incur high decryption costs due to the execution of several pairing functions to verify and recover a plaintext. On the other hand, the update of access policies is not supported. Thus, the addition/revocation of users needs the re-encryption of the encrypted message and the re-distribution of users’ secret keys.
Proxy re-encryption techniques are introduced and used to update users in outsourced systems. These mechanisms allow a server to re-encrypt stored data without accessing their content using a re-encryption key. Attribute-based Proxy Re-encryption (AB-PRE) systems have been applied for access policy update. In AB-PRE, when the data owner decides to update access policies of some ciphertexts, she uses her private key to generated a re-encryption key for each ciphertext to be changed from an old access policy to a new one. Afterwards, all the generated re-encryption keys are uploaded to a proxy server to update the ciphertext using the received keys. Although AB-PRE schemes allow re-encryption without decrypting ciphertext or accessing the plaintexts, it requires that the data owner generates valid re-encryption keys. When the number of ciphertext rises, it becomes inefficient for a data owner to generate all the re-encryption keys and upload them to the proxy. Furthermore, this may also be unfeasible for limited bandwidths. Therefore, attribute-based proxy re-encryption schemes may not be efficient when updating a huge number of ciphertexts. Key Policy Attribute Based Encryption (KP-ABE) is widely applied to secure data in several distributed systems such as Publish and Subscribe systems (Pub/Sub), pay-TV systems, vehicular networks, ... where rules on who may read a document must be specified but it is unable to specify policies on a per-message basis. Obviously, these dynamic environments usually require efficiently adding new users and/or revoking existing users. That is, KP-ABE consists in labeling user’s key by an access structure that specifies which type of ciphertext the key can decrypt, while ciphertext are labeled by a set of attributes. Thus, KP-ABE is adapted to distributed and decentralized environments. Instead, Cipher text Policy Attribute Based Encryption (CP-ABE) schemes consists in associating an access structure to the ciphertext while assigning a set of credentials to deciphering users. CP-ABE schemes supporting policy update have been recently explored by Jiang et al.

In this paper, we introduce CUPS, a key policy attribute based encryption scheme, that supports policy update and verifiable computation offloading, to leverage an opportunistic computing solution for cloud of things. CUPS is an extension of PU-ABE, our KP-ABE scheme supporting adding and/or removing attributes from the access policy without sharing keys with the cloud server. PU-ABE enables the encrypting entity to generate a ciphertext involving encrypted data together with some extra components used for supporting the access policy update feature. The ciphertext is forwarded to the cloud server that can update the access policy upon demand. Indeed, the cloud server does not need to be trusted. That is, it stores and shares ciphertexts among authorised users and also executes access policy update algorithm as requested. While executing these functionalities, the remote server is unable of decrypting any ciphertexts neither accessing any secret keys. In addition to this existent feature, this extension introduces several new functions introduced hereafter.

Contributions – CUPS presents a key policy attribute based encryption scheme which supports access policy update and verifiable decryption-outourcing feature. This proposed scheme is suitable for bandwidth-limited applications as the size of the ciphertext received by end-users does not depend on the number of attributes involved in the access policy. In CUPS, the encrypting entity generates a ciphertext involving encrypted data together with some extra components used for supporting the access policy update feature. The ciphertext is forwarded to the cloud server that can update the access policy upon demand. Indeed, the cloud server does not need to be trusted. That is, it stores and shares ciphertexts among authorised users and also executes the access policy update algorithm as requested. While executing these functionalities, the remote server is unable of decrypting any ciphertexts neither accessing any secret keys. CUPS also supports secure delegation of the decryption algorithm to an edge node. This latter can partially decrypt the enciphered data content and forward the result to the requesting user. The user can then retrieve the plaintext by executing low cost mathematical operations. To achieve a secure delegation, CUPS allows the user to verify the accuracy of the received partially decrypted ciphertext to ensure that it has been honestly generated by the edge node. These features make CUPS is useful to be applied in dynamic environments requiring efficiently adding/removing users.

Our contributions are as follows:

1. CUPS provides a comprehensive framework for efficient and secure data sharing adapted to opportunistic cloud of things scenarios. It supports access policy update without requiring ciphertext re-encryption or re-issuing users’ secret keys. CUPS does not rely on a proxy re-encryption server to execute policy update procedures. In addition, unlike most ABE techniques, the size of the ciphertext that the end-user will receive is constant and independent from the number of attributes involved in the access policy. Therefore, CUPS generates a constant-size ciphertext, w.r.t. the end-user, that reduces bandwidth utilisation and storage costs.

2. CUPS extends the PU-ABE scheme by adding a computation offloading feature. Indeed, the IoT device can offload to the nearest edge node a part of the decryption process. This latter performs most of the decryption operations without accessing the plaintext, and returns a partially decrypted ciphertext to the intended user. In return, the user can retrieve the plaintext by executing low cost mathematical operations.

3. CUPS allows the end-user to verify the accuracy of the partially decrypted message received from the edge node. This property is referred to as verifiability. Indeed, the user is able to check that the retrieved plaintext matches the ciphertext originally requested and downloaded from the cloud server.
2  |  FRAMEWORK SPECIFICATION

In this section, we first present the network model, detailing the involved entities and their interactions in Section 2.1. Then, we detail the security requirements that the proposed system should fulfill in Section 2.2. Afterwards, we present the system and security models of the proposed CUPS framework in subsection 2.3 and subsection 2.5, respectively.

2.1  |  Architecture

As presented in Figure 2, CUPS framework considers a cloud service provider that stores data generated by data owners and share them among authorised users. Five different entities are defined as follows:

- The Central Trusted Authority (CTA), known by the Attribute authority, is responsible for generating the global public parameters and issuing users’ secret keys. CTA is considered as a trusted entity in our model.

- The Cloud Server (RC) is a remote cloud server who stores and shares data among authorised users. RC is also responsible of executing the update algorithm to change the access policy involved in the ciphertext, w.r.t. the data owner’s recommendations.

- Edge Node (EN) is responsible for partially decrypting a ciphertext using a transformation key received from the user. Indeed, the user derives a couple of public and private transformation keys from his secret keys. The user shares the public key with EN to allow the partial decryption of ciphertext, while keeping secret the private transformation key to be used for the final local data retrieval.

- The data owner (O) is the data producer. He defines access rights and encrypts data with respect to them before outsourcing to the cloud. In addition, the data owner generates extra ciphertext components used by the update algorithm.

- The data user (U) requests access to outsourced data. he delegates a part of the decryption process to EN. Specifically, U is responsible for using his secret keys to derive transformation keys used by EN to partially decrypt the ciphertext. Finally, U decrypts and verifies the partially decrypted ciphertext that is received from EN. A user may be malicious if he tries to access data without authorisation.

2.2  |  Security Requirements

To design an efficient attribute based encryption scheme supporting efficient access policy update and computation delegation features, the following requirements need to be achieved:

- **access policy update** – our CUPS scheme should ensure adding new attributes and/or removing attributes from the access policy.

- **flexible access control** – our proposal should ensure flexible security policies among dynamic groups of users, w.r.t. forward secrecy and backward secrecy.
  - backward secrecy means that a new added user to a group is unable to decrypt information created prior to their introduction.
  - forward secrecy means that a compromise of the secret key does not affect the secrecy of future encrypted data.

- **low computation overhead and storage cost** – the proposed algorithms should have low processing complexity and acceptable storage cost to be adapted to resource-constrained devices and distributed environments.

- **data confidentiality** – our CUPS scheme has to protect the secrecy of outsourced and encrypted data contents against curious users and curious cloud service provider.
2.3 System Model

The CUPS framework is composed of four phases, i.e., SYS_INIT, STORAGE, UPDATE and RETRIEVAL, defined with respect to seven randomized algorithms detailed hereafter.

The SYS_INIT phase is executed once by the CTA. It permits to generate and publish system public parameters to all involved entities and derives users’ private keys associated to their attributes. The SYS_INIT phase is based on two algorithms, denoted by setup and keygen.

During the STORAGE phase, the data owner (O) defines the access policy, i.e., set of attributes $\mathcal{S}$. This phase includes one randomized algorithm, denoted by encrypt, to encipher the data content w.r.t. the access policy $\mathcal{S}$, while pointing out whether the content can be updated or not.

The UPDATE phase is executed by the cloud provider, upon the request of the data owner. It is based on one algorithm, denoted by update that supports both the addition and removal of attributes from access policies.

During the RETRIEVAL phase, the user (U) has first to request access to a particular data content, for the cloud provider. Once retrieved from RC, U runs an interactive protocol with the edge node (EN), to recover the original data content. The RETRIEVAL phase relies on three different algorithms, referred to as transform, decryptout and decrypt. Indeed, U executes the transform algorithm to derive a transformation key, relying on his private keys that satisfy the encryption set of attributes $\mathcal{S}$ associated to the requested data content. The transformation key is then sent to EN along with the downloaded ciphertext from RC. This latter performs the decryptout algorithm and generates a partially decrypted data content. Finally, based on the partially deciphered data file, U is able to finalise the decryption process. Recall that U is able check whether the received partially deciphered content was correctly generated, thanks to the support of the verifiability property.

The proposed CUPS framework consists of seven randomized algorithms: setup, encrypt, update, keygen, transform, decryptout and decrypt, defined w.r.t. the four procedures, as follows:

- **SYS_INIT phase:**
  
  \[ \text{setup}(\xi) \rightarrow (pp, msk) \]  
  
  - the setup algorithm is performed by a central trusted authority, known by the attribute authority. It takes as input a security parameter $\xi$ and outputs the public parameters $pp$ and the secret master key $msk$.

- **keygen(pp, msk, $\Psi$) $\rightarrow$ sk**  
  
  - this randomized algorithm is executed by the attribute authority to derive the secret keys of a user U. Given the public parameters $pp$, an access policy $\Psi$ of the user U and the secret master key $msk$. The algorithm outputs the user’s secret key $sk$ w.r.t. to $\Psi$. 

**FIGURE 2 CUPS Architecture**
• **Storage phase:**
  \[\text{encrypt}(\text{pp}, S, M) \rightarrow \text{CT} \] — the encryption algorithm is performed by the data owner (O). It takes as inputs the public parameters pp, the set of the encryption attributes S and the message M. This algorithm outputs the encrypted message, referred to as CT.

• **Update phase:**
  \[\text{update}(\text{pp}, \text{CT}, \text{ind}, U) \rightarrow \text{CT}' \] — the update algorithm is executed by a cloud server. It takes as inputs the public parameters pp, a ciphertext CT that contains the set of enciphering attributes \(S = \{a_i\}_{i=1}^m\) such that \(|S| = m\), an operation indicator ind where \(\text{ind} = \text{add or ind} = \text{revoke}\) and a set of attributes \(U\) with \(U \cap S = \emptyset\) if \(\text{ind} = \text{add}\) or \(U \subset S\) if \(\text{ind} = \text{revoke}\). It outputs a new ciphertext CT’ for the new encrypting set of attributes \(S'\) such as \(S' = S \cup U\) or \(S' = S \setminus U\) w.r.t. ind value.

• **Retrieval phase:**
  \[\text{transform}(\text{pp}, \Psi, \text{sk}) \rightarrow \text{tk} \] — the transform algorithm is performed by U having an access policy \(\Psi\) and their related secret keys sk. transform takes as input pp and sk. It generates the transformation key \(\text{tk} = (\text{tpk, tsk})\) related to sk, where tpk and tsk are the public and private transformation keys, respectively.

  \[\text{decrypt}_{\text{out}}(\text{pp, sk, CT'}) \rightarrow Y\] — is executed by EN. To retrieve the partially decrypted message Y, this algorithm takes as input pp, the transformation key tpk, a set of attributes \(\Psi\) and the updated ciphertext CT’. Note that CT’ can be CT if the update algorithm has not been executed.

  \[\text{decrypt}(Y, \text{tsk}) \rightarrow M\] —U executes decrypt to retrieve M. This algorithm takes tsk and the partially decrypted ciphertext Y as input and outputs M.

### 2.4 Threat Model

In this section, we explain the considered attack model based on which we discuss the security properties of our proposed scheme.

- **An honest but curious cloud server provider (RC).** RC is honest as it generates accurate inputs or outputs, during the different steps of the protocol, and performs calculations properly. However, it is curious to gain extra data from the protocol, such as obtaining credentials/attributes of a data user, retrieving the plaintext, or distinguishing the data owner based on the signcrypted content. As such, we consider the honest but curious attack model against the confidentiality w.r.t adaptive replayable chosen-plaintext attacks (IND-RCPA) (c.f. [2.5.1]).

- **An unauthorised data user.** This attacker could be a data user (or an external entity), whose attributes do not satisfy the access policy associated with the ciphertext, or could be a revoked user. We also consider a set of colluding users on the attributes, who do not satisfy the access policy associated with the ciphertext and try to merge their attributes to retrieve the plaintext, in this attack model. These unauthorised users attempt to decrypt the content and access the plaintext. As such, we consider this attack model against the confidentiality requirements w.r.t adaptive replayable chosen-plaintext attacks (IND-RCPA) (c.f. [2.5.1]).

- **A lazy or malicious edge node (EN).** This attacker tries to forge a non-authentic partial decrypted ciphertext, or returns an old previously computed ciphertext. A security scheme against this attacker should satisfy verifiability feature (c.f. [2.5.2]).

### 2.5 Security Model

In this section, we explain the considered attack model based on which we discuss the security properties of our proposed scheme.

#### 2.5.1 Confidentiality

For designing a secure policy-update attribute based encryption scheme, we consider the case of malicious adversaries with respect to the indistinguishability property. The indistinguishability property means that if an adversary has some information about the plaintext, he should not learn about the ciphertext. This security notion requires the computational impossibility to distinguish between two messages chosen by the adversary with a probability greater than a half.

To design the most suitable security model considering the confidentiality requirement, we adopt an updated security model to capture security requirements related to policy update. CUPS is said to be indistinguishable against non-adaptive chosen ciphertext attacks if there is no probabilistic polynomial time (PPT) adversary that can win the \(\text{Exp}^{\text{conf}}\) security game with non-negligible advantage. The \(\text{Exp}^{\text{conf}}\) game is formally defined,
between an adversary $A$ and a challenger $C$ as follows:

**Initialisation** – $A$ selects a set of encryption attributes $S^*$ (i.e., $S^*$ corresponds to the set of attributes specified for the encryption) to be used for encrypting the challenge ciphertext, as a set of attributes $S^* = \{a_i\}_{i=1..n}$ where $|S^*| = m$. $A$ sends $S^*$ to $C$.

**Setup** – the challenger $C$ runs the setup($\xi$) algorithm, sends the public parameters $pp$ to the adversary $A$ and keeps secret the master key $msk$.

**Phase 1 Queries** – first, $C$ sets an empty table $T$. Then, $A$ is able to request the following queries, for each session $i$:

- **Private Key Query** – the adversary $A$ queries an access policy $\Psi_{A,i}$. The challenger $C$ answers by running the keygen($pp, msk, \Psi_{A,i}$) algorithm and sends the resulting secret key $sk_{A,i}$ to the adversary $A$. Note that the access policy $\Psi_{A,i}$ does not satisfy the encryption attribute set $S^*$.

- **Transformation Key Query** – $A$ queries the secret transformation keys $tk_{A,i}$ w.r.t. $\Psi_{A,i}$: $C$ searches the entry $(\Psi_{A,i}, sk_{A,i}, tk_{A,i})$ in table $T$. It returns the transformation key if it exists in table $T$; otherwise $C$ executes the transform algorithm to generate $tk_{A,i}$ and forwards them to the adversary.

**Challenge Phase** – during the challenge phase, $A$ picks two equal length cleartexts $M_0^*$ and $M_1^*$ as well as an attribute set $U^*$ with $|U^*| = t$.

$U^* \cap S^* = \emptyset$ if $ind = add$ or $U^* \subset S^*$ if $ind = revoke$. The challenger $C$ chooses a random bit $b$ from $\{0, 1\}$ with $S^* = S^* \setminus U^*$ for $ind = add$ or $S^* = S^* \cap U^*$ for $ind = revoke$ and computes the challenge encrypted message $CT_b^* = \text{encrypt}(pp, S^*, M_b^*)$. It gives $CT_b^*$ to the adversary if $U = \emptyset$; otherwise $CT_{b'}^* = \text{update}(pp, CT_b^*, ind, U^*)$.

**Query Phase 2** – in this phase, the adversary $A$ can query a polynomially bounded number of queries as in Query Phase 1, except that $A$ cannot query secret keys related to an access policy $\Psi$ that satisfies $S^*$.

**Guess** – $A$ tries to guess which message $M_i$, where $i \in \{0, 1\}$ corresponds to the encrypted data $CT_b^*$. Thus, $A$ outputs a bit $b'$ of $b$ and wins the game if $b = b'$. The advantage of the adversary $A$ in the above game is defined as:

$$Adv_{A}^{\text{ExpConf}}(1^t) = |Pr[b = b'] - \frac{1}{2}|$$

**Definition 1.** CUPS fulfills the confidentiality property if there is no adversary that can succeed the security game $\text{ExpConf}$ with non-negligible advantage.

### 2.5.2 | Verifiability

This scheme is said to be verifiable if there is no probabilistic polynomial time (PPT) adversary that can win the $\text{ExpVerif}$ security game with non-negligible advantage. The $\text{ExpVerif}$ game is formally defined, between an adversary $A$ and a challenger $C$ as follows:

**Initialisation** – $A$ selects a set of encryption attributes $S^*$ (i.e., $S^*$ corresponds to the set of attributes specified for the encryption) to be used for encrypting the challenge ciphertext, as a set of attributes $S^* = \{a_i\}_{i=1..n}$ where $|S^*| = m$. $A$ sends $S^*$ to $C$.

**Setup** – the challenger $C$ runs the setup($\xi$) algorithm, sends the public parameters $pp$ to the adversary $A$ and keeps secret the master key $msk$.

**Phase 1 Queries** – first, $C$ sets an empty table $T$. Then, $A$ is able to request the following queries, for each session $i$:

- **Private Key Query** – the adversary $A$ queries an access policy $\Psi_{A,i}$. The challenger $C$ answers by running the keygen($pp, msk, \Psi_{A,i}$) algorithm and sends the resulting secret key $sk_{A,i}$ to the adversary $A$. Note that the access policy $\Psi_{A,i}$ does not satisfy the encryption attribute set $S^*$.

- **Transformation Key Query** – $A$ queries the secret transformation keys $tk_{A,i}$ w.r.t. $\Psi_{A,i}$: $C$ searches the entry $(\Psi_{A,i}, sk_{A,i}, tk_{A,i})$ in table $T$. It returns the transformation key if it exists in table $T$; otherwise $C$ executes the transform algorithm to generate $tk_{A,i}$ and forwards them to the adversary.

**Challenge** – during the challenge phase, $A$ chooses a challenge message $M^*$ and sends it to the challenger. The challenger $C$ encrypts $M^*$ and generates the verification key $V^*$ under $S^*$. Then, the generated ciphertext $CT^*$ is returned to the adversary.

**Query Phase 2** – in this phase, the adversary $A$ can query a polynomially bounded number of queries as in Query Phase 1, except that $A$ cannot query secret keys related to an access policy $\Psi$ that satisfies $S^*$.

**Forge** – $A$ generates a random partially decrypted ciphertext $Y^*$ without executing the Decrypt$_{verif}$ algorithm. $A$ wins the game if $\text{Decrypt}(pp, tpk, S^*, Y^*) \notin \{M^*, \bot\}$ and the verification of the partially decrypted ciphertext is valid. $A$’s advantage is noted as:

$$Adv_{A}^{\text{ExpVerif}}(1^t) = |Pr[\text{ExpVerif}(1^t)] = 1|$$
Definition 2. CUPS fulfills the verifiability property if there is no adversary that can succeed the security game $\text{Exp}^{\text{verif}}$ with non-negligible advantage.

3 | ATTRIBUTE BASED ENCRYPTION SCHEMES

Attribute-based Encryption (ABE) has been designed to ensure encrypted flexible access control for outsourced data. Unlike traditional public key encryption schemes, ABE consists in encrypting data for many users. Therefore, decrypting entities’ private keys and encrypted data are labeled with a set of attributes or a structure over attributes. A user is able to decrypt a ciphertext if there is a match between her private key and the ciphertext. Attribute-based encryption schemes are classified into two categories, namely: Key-Policy ABE (KP-ABE) and Ciphertext-Policy ABE (CP-ABE). In KP-ABE, ciphertexts are labeled with a set of attributes while users’ private keys are associated with an access policy which can be any monotonic structure. The user is able to decrypt the ciphertext if her access policy is satisfied by the attributes embedded in the ciphertext. KP-ABE schemes have been widely applied to secure data in distributed systems such as Internet of Things, publish and subscribe systems, intelligent transport systems, etc.

3.1 | Constant size KP-ABE

Although ABE schemes ensure flexible access control to encrypted data, the communication and computation overhead as well as the bandwidth consumption increase exponentially with the number of attributes required in the access policies. To save the storage cost of ciphertext and processing overhead of encryption, attribute-based encryption schemes with constant ciphertext size have been introduced. In these schemes, the size of the generated ciphertext does not depend on the number of attributes used on the threshold access policies, which presents an interesting feature mainly for resource-constrained devices. Herranz et al. have proposed the first constant size threshold ciphertext-policy attribute-based encryption scheme. Indeed, the ciphertext size is constant and does not depend on the number of attributes involved in the threshold access policies. Afterwards, several CP-ABE schemes with constant ciphertext size have been proposed. Due to the construction of CP-ABE schemes, monotone access policies based schemes cannot be extended to ensure a constant ciphertext size. For instance, these schemes consist in only using threshold or conjunctive access policies which do not provide the desired expressiveness.

Several expressive KP-ABE schemes with constant ciphertext size have been designed. Wang et al. have proposed a KP-ABE scheme with constant ciphertext size. This scheme relies on a monotone access policy to express the users’ attributes.

Although these schemes ensure reduced communication and computation costs, they still present a major limitation which is their incapacity of changing access policies of ciphertexts. In dynamic environments, users may be often added or removed, then access policies should be updated to support these changes. Recently, the first CP-ABE with policy update has been proposed by Jiang et al. The authors introduced a new variant of CP-ABE supporting access policy update that captures the functionalities of attribute addition and revocation from access policies. They provide two CP-ABE schemes supporting AND-gate access policies with constant-size ciphertexts. The first KP-ABE scheme supporting attributes addition is recently introduced by Belguith et al. In this scheme, the ciphertext is updated by the cloud provider to add new attributes to the encryption set of attributes. Therefore, new users can be added and are able to decrypt the ciphertext without re-encrypting the ciphertext neither re-issuing existent users secret keys. Later, the same authors have extended their scheme to support attributes’ revocation. The introduced scheme PU-ABE support both attributes revocation and addition. Indeed, users can be added or removed from system without relying on a proxy server neither re-issuing secret keys nor re-encryption the ciphertext.

3.2 | Decryption Delegation in ABE

One key limitation of ABE schemes is the high decryption cost, which grows with the complexity of the access policies. Indeed, the decryption cost is related to the execution of several pairing functions.

To mitigate this issue, Green et al. proposed to outsource the execution of the decryption algorithm to a semi trusted server. To this end, a user needs to derive a pair of new keys called public and private transformation keys based on his own secret key. Then, the ciphertext and the public transformation key are forwarded to the semi trusted server that is able to partially decrypt the ciphertext using the received transformation key without accessing the plaintext. This partially decrypted ciphertext is then returned to the user who uses the private transformation key to fully decrypt the ciphertext by performing only one exponentiation operation. By applying this technique, users reduce the computation costs at their side. The delegation of the decryption algorithm to semi trusted server requires that the user verifies the correctness of the received partially decrypted ciphertext. A lazy server may try to forward previously partially decrypted ciphertext. To overcome this limitation, several verifiable outsourced ABE schemes were proposed.
Lai et al. proposed an outsourced ABE scheme where the user is able to verify the correctness of the partially decrypted ciphertext. This scheme encrypts two different messages, one is the original message and the other is a random message. The ciphertext involves a component \( \mathcal{C} \) generated using a combined hash functions over both messages. After receiving the partially decrypted ciphertext, the user decrypts the two messages and compare the result to \( \hat{\mathcal{C}} \) to verify the correctness of the decryption performed by the server.

An ABE scheme with both outsourced encryption and decryption algorithms was described by Wang et al. In this scheme, the data owner is assisted by a proxy server to partially encrypt the data. Then, the data owner uses the partially encrypted data to encrypt the message and generate the ciphertext to be outsourced to the cloud server. On the other side, users outsource the decryption algorithm to a semi-trusted server who partially decrypts the ciphertext. In 2017, Li et al. proposed a CP-ABE scheme that supports the verifiable outsourced decryption feature. Beyond reducing decryption overhead, this scheme incurs low communication costs as it generates a constant-size ciphertext. Recently, PHOABE, the first multi authority CP-ABE scheme with outsourced decryption has been introduced. In this scheme, a user may delegate the decryption algorithm to be executed by a semi-trusted server while being able to verify the correctness of the partially decrypted ciphertext.

4 | MATHEMATICAL BACKGROUND

In this section, we first introduce the access structure in section 4.1. Then, in section 4.2 we present the bilinear maps. Finally, we introduce some security assumptions.

4.1 | Access Policies

Access policies can be represented as a boolean functions of attributes or a Linear Secret Sharing Scheme (LSSS) matrix.

**Access Structure** - Let \( \mathcal{P} = \{ P_1, \cdots, P_n \} \) be a set of parties. A collection \( \mathcal{A} \subseteq 2^\{ P_1, \cdots, P_n \} \) is monotone if \( \forall B, C \text{ if } B \subseteq A \text{ and } B \subseteq C \text{ then } C \subseteq \mathcal{A} \).

An access structure is a collection \( \mathcal{A} \) of non-empty subsets of \( \{ P_1, \cdots, P_n \} \), such as \( \mathcal{A} \subseteq 2^\{ P_1, \cdots, P_n \} \setminus \emptyset \). Note that any access structure can be converted into a boolean function. Boolean functions can be defined as an access tree, where the leaves present the attributes while the intermediate and the root nodes are the logical operators AND (\( \land \)) and OR (\( \lor \)).

**Linear Secret Sharing Schemes (LSSS)** - Let \( \mathcal{P} \) be a set of parties, \( \mathbf{A} \) be \( l \times n \) matrix, and \( \rho : \{ 1, 2, \cdots, l \} \rightarrow \mathcal{P} \) be a function that maps a row to a party for labeling. A secret sharing scheme for access structure \( \mathcal{A} \) over a set of parties \( \mathcal{P} \) is a linear secret sharing scheme (LSSS) in \( \mathbb{Z}_p \) and is represented by \((\mathbf{A}, \rho)\) if it consists of two efficient algorithms:

- **Share**\((\mathbf{A}, \rho), s)\): The share algorithm takes as input \( s \in \mathbb{Z}_p \) which is to be shared. It randomly chooses \( \beta_1, \cdots, \beta_n \in \mathbb{Z}_p \) and defines \( \beta = (\beta_1 = s, \beta_2, \cdots, \beta_n)^T \). It outputs \( M, \beta \) as the vectors of \( l \) shares. The share \( \lambda_i = < A_i, \beta^T > \) belongs to party \( \rho(i) \), where \( A_i \) is the \( i \)-th of \( \mathbf{A} \).

- **Recon**\((\mathbf{A}, \rho), S)\): The reconstruction algorithm takes as input an access set \( S \subseteq \mathcal{A} \). Let \( \mathcal{I} = \{ i | \rho(i) \in S \} \). It outputs a set of constants \( \{ \mu_i \}_{i \in \mathcal{I}} \) such that \( \sum_{i \in \mathcal{I}} \mu_i \cdot \lambda_i = \beta_1 = s \).

4.2 | Bilinear Maps

Let \( G_1, G_2 \) and \( G_T \) be three multiplicative groups of a finite field having the same order \( p \). An admissible asymmetric pairing function \( \hat{e} \) from \( G_1 \times G_2 \) in \( G_T \) has to be bilinear, non degenerate and efficiently computable.

4.3 | The General Diffie-Hellman Exponent Assumption

In our CUPS construction, we make use of the generalisation of the Diffie-Hellman exponent assumption, formally defined by Boneh et al. in. The authors have introduced a class of assumptions that appeared with the use of pairing-based schemes namely Decisional Diffie-Hellman assumption (DDH), Bilinear Diffie-Hellman (BDH), and \( q \)-Bilinear Diffie Hellman Exponent (\( q \)-BDHE) assumptions, detailed hereafter.

Let \( B = (\mathbb{G}, G_1, G_2, G, \hat{e} : G_1 \times G_2 \rightarrow G) \) be a bilinear map group such that \( G_1 = G_2 = G \). Let \( g_0 \) be a generator of \( G \) and set \( g = \hat{e}(g_0, g_0) \in G \). Let \( s \) and \( n \) be positive integers and \( P, Q \in \mathbb{F}_p[X_1, \cdots, X_n]^n \) be two \( s \)-tuples of \( n \)-variate polynomials over \( \mathbb{F}_p \) where \( P = (p_1, \cdots, p_s) \) and \( Q = (q_1, \cdots, q_s) \) and \( p_1 = q_1 = 1 \). For any function \( h : \mathbb{F}_p \rightarrow \Omega \) and any vector \((x_1, \cdots, x_n) \in \mathbb{F}_p^n, h(P(x_1, \cdots, x_n)) \)
stands for \((h(p_1(x_1, \ldots, x_n)), \ldots, h(p_u(x_1, \ldots, x_n))) \in \Omega^u \) and \(h(Q(x_1, \ldots, x_n))) \) stands for \((h(q_1(x_1, \ldots, x_n)), \ldots, h(q_r(x_1, \ldots, x_n))) \in \Omega^r \). Let \(f \in F_p[X_1, \ldots, X_u] \), it is said that \(f \) depends on \((P, Q) \), which we denote by \(f \in P, Q \), when there is a linear decomposition
\[
f = \sum_{1 \leq i,j \leq s} a_{i,j} \cdot p_i \cdot p_j + \sum_{1 \leq i \leq s} b_i \cdot q_i, \quad a_{i,j}, b_i \in \mathbb{Z}_p
\]
Let \(P, Q \) be as above and \(f \in F_p[X_1, \ldots, X_u] \). The \((P, Q, f)\)-General Diffie-Hellman Exponent problems are defined as follows.

**Definition 1:** \((P, Q, f)\)-GDHE. Given a tuple \(H(x_1, \ldots, x_n) = (h^P(x_1, \ldots, x_n), h^Q(x_1, \ldots, x_n)) \in \mathbb{G}_1^r \times \mathbb{G}_1^s \), compute \(g^{f(x_1, \ldots, x_n)} \).

**Definition 2:** \((P, Q, f)\)-GDDHE. Given \(H(x_1, \ldots, x_n) \in \mathbb{G}_1^r \times \mathbb{G}_1^s \), compute \(g^{f(x_1, \ldots, x_n)} \) as above, decide whether \(T = g^{f(x_1, \ldots, x_n)} \).

We refer to \(33\) for a proof that \((P, Q, f)\)-GDHE and \((P, Q, f)\)-GDDHE have generic security when \(f \not\in P, Q \).

### 4.4 Collision-Resistant Hash Functions

The proposed CUPS scheme relies on the use of collision-resistant hash functions, defined as follows:

**Definition 3.** **Collision-Resistant Hash Function** – A hash function \(H : \{0, 1\}^n \rightarrow \{0, 1\}^m \), where \(n, m \in \mathbb{N} \), is said to be collision-resistant if it satisfies the following two properties:

- **length compressing** – \(m > n \), typically \(m = n/2 \);
- **hard to find collisions** – for all non-uniform probabilistic polynomial-time (PPT) algorithm \(A \), there exists a negligible function \(\epsilon \), such that for all \(n \in \mathbb{N} \),

\[
Pr[(x_0, x_1) \leftarrow A(1^n, H) : x_0 \neq x_1 \land H(x_0) = H(x_1)] \leq \epsilon(n)
\]

### 5 CUPS: Secure Opportunistic Cloud of Things Framework Based on Attribute Based Encryption Scheme

In this section, we first give an overview of our proposed constant size CUPS scheme, while presenting the main procedures (subsection \(5.1\)). Then, we detail the scheme construction, in subsection \(5.2\).

#### 5.1 Overview

CUPS presents a verifiable and outsourced KP-ABE scheme that ensures flexible access control, while supporting policy updates in opportunistic cloud of things environments. CUPS scheme relies on the constant size KP-ABE scheme proposed by Belguith et al.\(^{33}\) which has been extended to fulfill the decryption delegation feature.

Figure 3 presents a detailed workflow of CUPS, while enhancing the different interactions between involved actors. Based on four phases, Figure 3 shows the chronological sequence of seven randomized algorithms and a set of functions. Recall that some phases such as the Sys_Init, Storage and Retrieval are compulsory, while the Update phase is considered as optional. Similarly, some functions are considered as internal features such as the verify function that enables a honest user to find out whether a data content that has been decrypted with the edge node assistance is matching the ciphertext downloaded from remote server or not.

For ease of presentation, the different notations used in this paper are listed in Table 1.

#### 5.2 Secure Opportunistic Cloud of Things: Proposed Protocol

Our CUPS construction, supporting both attributes’ addition and revocation, is based on four phases including five algorithms defined as follows:

- **Sys_Init** phase:

  This phase is executed once by the CTA. It permits to generate and publish system public parameters to all involved entities and derives users’ private keys associated to their attributes relying on the following two algorithms:
setup - given the security parameter $\xi$, the attribute authority chooses three cyclic groups $G_1, G_2$ and $G_T$ of prime order $p$ and defines a bilinear pairing $e : G_1 \times G_2 \rightarrow G_T$ and four collision resistant hash functions $H' : \{0, 1\}^* \rightarrow \mathbb{Z}_p$, $H_0 : \{\mathbb{M}\} \rightarrow \{0, 1\}^{n_{H_0}}$, $H_1 : \{\mathbb{M}\} \rightarrow \{0, 1\}^*$, $H_2 : \{0, 1\}^* \rightarrow \{0, 1\}^{n_{H_2}}$, where $\mathbb{M}$ is the message universe and $n_{H_0}$ and $n_{H_2}$ are the output-sizes of $H_0$ and $H_2$ hash functions, respectively. It also randomly selects two generators $g \in G_1$ and $h \in G_2$ as well as a secret random value $\alpha \in \mathbb{Z}_p^*$. In addition, the attribute authority sets $v = e(g, h), \{h^\alpha\}_{i=1}^k$ and $\{u_i = g^{\alpha_i}\}_{i=1}^k$ where $k = |U|$ is the cardinal of the attributes universes $U$. Finally, it chooses a cryptographic hash function $H : \{0, 1\}^* \rightarrow \mathbb{Z}_p^*$ and outputs the public parameters $pp$ as follows:

$$pp = (G_1, G_2, G_T, v = e(g, h), \{h^\alpha\}_{i=1}^k, \{u_i = g^{\alpha_i}\}_{i=1}^k)$$

The master secret key is defined as $msk = (g, \alpha)$.

keygen - it computes the private key associated to an access structure $\Psi$ w.r.t. an LSSS scheme $(A, \rho)$ such that $A$ is the corresponding $I \times n$ matrix. First, the keygen algorithm generates shares of $1$ relying on the LSSS schema w.r.t. $(A, \rho)$, as detailed in section 4. Namely, it chooses a column vector $\beta = (\beta_1, \beta_2, \cdots, \beta_n)^T$, while $\beta_1 = s = 1$ and $\beta_2, \cdots, \beta_n \in \mathbb{Z}_p$. Then for each $i = 1$ to $l$, it calculates $\lambda_i = <A_i, \beta^T>$, and sets $sk$ as follows:

$$sk = \{D_i\}_{i=0}^l \cdot \{(K_{ij})_i^{n}\}_{i=0}^l$$

$$= \{g^{e(A_i^T, \beta^T)} \cdot (h^{\lambda_i})_{j=0}^n\}_{i=0}^l$$

**STORAGE phase:**

- encrypt - let $S$ be the set of the encryption attributes $S = \{a_i\}_{i=1}^m$ and $R$ a random value in $G_T$. This algorithm, executed by the encrypting entity $E$, takes an extra input which is a maximum revocation number $r \leq m$. This algorithms runs w.r.t following two steps:

  (i) The data owner chooses $s \in \mathbb{Z}_p^*$ and computes the ciphertext $CT$ as follows:
TABLE 1 The different notations used in this paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>Remote Cloud Server</td>
</tr>
<tr>
<td>CTA</td>
<td>Central Trusted Authority</td>
</tr>
<tr>
<td>EN</td>
<td>Edge Node</td>
</tr>
<tr>
<td>O</td>
<td>Data Owner</td>
</tr>
<tr>
<td>U</td>
<td>User</td>
</tr>
<tr>
<td>M</td>
<td>Message</td>
</tr>
<tr>
<td>U'</td>
<td>The attribute universe</td>
</tr>
<tr>
<td>k</td>
<td>The size of the attribute universe U'</td>
</tr>
<tr>
<td>M</td>
<td>The message universe</td>
</tr>
<tr>
<td>pp</td>
<td>Public Parameters</td>
</tr>
<tr>
<td>msk</td>
<td>Master Secret Key</td>
</tr>
<tr>
<td>a</td>
<td>An attribute</td>
</tr>
<tr>
<td>Ψ</td>
<td>A user access policy</td>
</tr>
<tr>
<td>l</td>
<td>A set of attributes to be added/removed to an encrypting access policy</td>
</tr>
<tr>
<td>l'</td>
<td>The size of l'</td>
</tr>
<tr>
<td>S</td>
<td>An encrypting access policy</td>
</tr>
<tr>
<td>S'</td>
<td>An updated encrypting access policy</td>
</tr>
<tr>
<td>sk</td>
<td>A secret key related to a user U</td>
</tr>
<tr>
<td>tk</td>
<td>A transformation key related to user U</td>
</tr>
<tr>
<td>tpk</td>
<td>A transformation public key</td>
</tr>
<tr>
<td>tsk</td>
<td>A transformation private key</td>
</tr>
<tr>
<td>CT</td>
<td>The ciphertext</td>
</tr>
<tr>
<td>CT'</td>
<td>The updated ciphertext</td>
</tr>
<tr>
<td>Y</td>
<td>The partially decrypted message</td>
</tr>
<tr>
<td>Ei</td>
<td>An exponentiation overhead in C_i</td>
</tr>
<tr>
<td>E</td>
<td>An exponentiation overhead in C</td>
</tr>
<tr>
<td>E'</td>
<td>An exponentiation overhead in C'</td>
</tr>
<tr>
<td>m</td>
<td>The computation overhead of a pairing function e</td>
</tr>
<tr>
<td>(M)</td>
<td>The size of a message M</td>
</tr>
<tr>
<td>N</td>
<td>The overhead of a hash function</td>
</tr>
<tr>
<td>m</td>
<td>The size of the encrypting set of attributes or the encrypting access policy</td>
</tr>
<tr>
<td>n</td>
<td>The size of the user access policy or the set of attributes used to generate his secret keys</td>
</tr>
<tr>
<td>r</td>
<td>The maximum number of attributes that can be revoked from an access policy</td>
</tr>
<tr>
<td>Ω</td>
<td>The size of a ciphertext element in bits</td>
</tr>
<tr>
<td>Φ</td>
<td>The size of a user's secret key element in bits</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
E_0 &= h \prod_{a \in S'} (x + H(a)) \\
E_i &= E_{i-1}^* \cdots E_{i-m} = E_{i-m-1}^* \\
C_i &= u_{i-1}^* = \cdots = u_{r+1}^* = u_{r+1}^{-a_i} \\
C &= R \cdot \hat{e}(g, h)^a
\end{align*}
\]

(ii) Afterwards, the algorithm computes \( R_0 = H_0(R) \) and a symmetric key \( K = H_2(R) \). O encrypts the message \( M \) using a symmetric encryption algorithm \( \text{enc}_K \) such that \( C^* = \text{enc}_K(K, M) \). The verification key is computed as \( V = H_2(R_0 || C^*_K) \).

• UPDATE phase:

- update - the update algorithm first checks the operation indicator \( \text{ind} \). Then, if \( \text{ind} = \text{add} \), it proceeds as (i), otherwise if \( \text{ind} = \text{revoke} \) it executes (ii):

(i) - given a ciphertext \( CT = E_0 \) w.r.t. a set of attributes \( S \) and \( l' = \{a_1', \cdots, a_t'\} \) a new set of attributes where \( l' \cap S = \emptyset \), the server has to add elements of \( l' \) to the set of encrypting attributes \( S' \) of the ciphertext \( CT \). To do so, it proceeds as follows:

Let \( F(x) \) be the polynomial in \( x \) defined as \( F(x) = \prod_{a \in l'} (x + H(a)) = f_1x^t + f_{t+1}x^{t+1} - \cdots + f_0 \)

Then, the algorithm computes \( E'_0 = E_0\hat{e}(x, y) = \prod_{a \in l'} E(a) \). The new ciphertext is then defined as \( CT' = (E'_0, C_1, C) \) w.r.t. \( S' \), the new set of encrypting attributes defined as \( S' = S \cup l' \).

(ii) - given a ciphertext \( CT \) encrypted w.r.t. a set of attributes \( S \) and a revocation attribute set \( l' = \{a_1', \cdots, a_t'\} \subset S \) where \( t \leq r \), the server updates the ciphertext \( CT \) as follows:
Let \( F(x) \) be the polynomial in \( x \) as \( F(x) = \prod_{a \in U} \frac{1}{\alpha(a)} \prod_{a \in E} (x + \mathcal{H}(a)) = f_0 x^t + f_1 x^{t-1} + \cdots + f_0 \)

Then, the algorithm computes \( \text{CT'} \) as follows:

\[
\begin{align*}
E'_i &= E_{\iota(u_i, H(a_i))} = h^i \prod_{a \in E} \mathcal{H}(a) F(a), \\
C'_i &= \prod_{j=1}^{i+1} C_{i,j} = g^{-\alpha \sum_{j=1}^{i+1} \mu_{i,j} - 1} = u_{i+1}^{-sF(a)}, \\
C' &= \mathcal{C}(\prod_{j=1}^{i+1} C_{i,j}, h) = \mathcal{R}(g, h)^{\sum_{j=1}^{i+1} \mu_{i,j}} = R_{uF(a)}.
\end{align*}
\]

**RETRIEVAL phase:**

During the RETRIEVAL phase, \( U \) has firt to request access to a particular data content, for the cloud provider. Once retrieved from RC, \( U \) runs an interactive protocol with the edge node (EN), to recover the original data content. The RETRIEVAL phase relies on the following three algorithms:

- **transform** - \( U \) executes the transformation keys. \( U \) first picks a random value \( z \in \mathbb{Z}_N \), then derives the transformation public and private keys \( tk = (tpk, tsk) \), where \( tpk \) and \( tsk \) are computed as follows:

\[
\begin{align*}
\text{tpk} &= sk^\frac{1}{\lambda}, \quad \left\{ \left( D_i \right)_{i=0}^1 \right\} \left\{ \left( K_{i,j} \right)_{j=0}^n \right\}
\text{tsk} &= z
\end{align*}
\]

Therefore, tpk and tsk are defined as:

\[
\begin{align*}
\text{tpk} &= sk^\frac{1}{\lambda}, \quad \left\{ \left( D_i \right)_{i=0}^1 \right\} \left\{ \left( K_{i,j} \right)_{j=0}^n \right\}
\text{tsk} &= z
\end{align*}
\]

Finally, \( U \) outsource the ciphertext as downloaded from RC along with the transformation public key \( tpk \) to the EN.

- **decryptout** - the ciphertext \( \text{CT'} \) is encrypted under the set of attributes \( S \). \( EN \) which received the transformation public key \( tpk \) first sets \( i = \iota(\rho) \in S' \), and calculates the reconstruction of constants \( \mu_{i \in E} = \text{Recon}(\left( A, \rho \right), S) \). The decryption key corresponding to the LSSS scheme w.r.t. \( (A, \rho) \) is parsed as \( tpk = \left( \left( D_i \right)_{i=0}^1 \left( \left( K_{i,j} \right)_{j=0}^n \right) \right) \). Then, \( EN \) computes the polynomial on the variable \( \alpha \) with degree \( m + t - 1 \) as follows:

\[
P_i, A(\alpha) = \lambda_i \left( \prod_{j=1}^{i} \left( \alpha + \mathcal{H}(a_j) \right) - \prod_{j=1}^{i} \mathcal{H}(a_j) \right)
\]

\( EN \) calculates \( h^{-\frac{1}{pF(a)}} \) according to the transformation public key component \( \left( \left( K_{i,j} \right)_{j=0}^n \right) \). Afterwards, \( EN \) computes \( Y_i \), which can be retrieved based on two cases w.r.t. the \( \text{ind} \) operator value, such that:

\- **Case 1:** if attributes have been added to the access policy:

\[
Y_i = \left( \hat{\text{e}}(C_i, h^{-\frac{1}{pF(a)}}) \cdot \hat{\text{e}}(\left( D_i \right)^{\lambda_i}, C_0) \right)_{\mu_{i \in E}, \lambda \in \mathbb{N}}^{-1}
\]

\[
Y_i = \left( \hat{\text{e}}(C_i, h^{-\frac{1}{pF(a)}}) \cdot \hat{\text{e}}(\left( D_i \right)^{\lambda_i}, E_0) \right)_{\mu_{i \in E}, \lambda \in \mathbb{N}}^{-1}
\]

- **Case 2:** if attributes have been revoked from the access policy:

\[
Y_i = \left( \hat{\text{e}}(C_i, h^{-\frac{1}{pF(a)}}) \cdot \hat{\text{e}}(\left( D_i \right)^{\lambda_i}, E_0) \right)_{\mu_{i \in E}, \lambda \in \mathbb{N}}^{-1}
\]

Finally, \( EN \) computes \( Y = \prod_{i \in E} Y_i^\mu = \hat{\text{e}}(g, h)^{\frac{1}{2}} \) and returns it to the user \( U \).

- **decrypt** - This algorithm includes two steps. The first step, denoted by (i), enables \( U \) to retrieve the plaintext, while the second step (ii) permits to verify the correctness of the partially decrypted message received from \( EN \):

(i) First, \( U \) uses \( Y \) to retrieve the plaintext. Based on the partially decrypted ciphertext \( Y \), \( U \) performs only one exponentiation without calculating any pairing functions to recover the message. \( M \) can be retrieved based on two cases w.r.t. the \( \text{ind} \) operator value, such that:
\[ R = \frac{C}{(Y)^{\text{tsk}}} = \frac{R \cdot \hat{e}(g, h)^{\text{tsk}}}{(\hat{e}(g, h)^{\text{tsk}})^z} = \frac{R \cdot \hat{e}(g, h)^{\text{tsk}}}{\hat{e}(g, h)^z} \]

- **Case 2:** in the case of revoking attributes from the access policy:

\[ R = \frac{C'}{(Y)^{\text{tsk}}} = \frac{R \cdot \hat{e}(g, h)^{\text{tsk}}}{(\hat{e}(g, h)^{\text{tsk}})^z} = \frac{R \cdot \hat{e}(g, h)^{\text{tsk}}}{\hat{e}(g, h)^z} \]

Note that if no changes have been made to the access policy and the corresponding ciphertext, the decryption process follows **Case 1**.

(ii) To retrieve the message \( M \), U first computes \( R_0 = \mathcal{H}(R) \). Then, he computes \( \mathcal{H}_2(R_0 || C_K) \) and compares it against \( V \). If \( V \neq \mathcal{H}_2(M_0 || C_K) \), then decrypt returns \( \perp \). Otherwise, he computes the symmetric key \( K = \mathcal{H}_1(R) \), then decrypts the message \( M = \text{dec}_K(K, C_K) \).

6 | SECURITY ANALYSIS

The security of CUPS relies on the following Theorems.

**Theorem 1. Correctness.** The correctness property requires that for all security parameter \( \xi \), all attribute universe descriptions \( U \), all \((\text{pp}, msk) \in \text{setup}(\xi)\), all \((S, U) \subseteq U \) (i.e. \( U \) is the attribute universe), all \( sk \in \text{keygen}(\text{pp}, msk, \Psi) \), all \( M \in M \) (i.e. \( M \) is the message universe), all \( \Psi \in \mathcal{G} \) (\( \mathcal{G} \) is the access policy space), all \( CT \in \text{encrypt}(\text{pp}, S, M) \), and all \( CT' \in \text{update}(\text{pp}, CT, \text{ind}, U) \) all transformation keys \( tk \in \text{transform}(\text{pp}, sk, \Psi) \), all partially decrypted messages \( Y \in \text{decrypt}_{\text{out}}(\text{pp}, \text{tpk}, CT') \), if the user has correctly obtained the secret key \( sk \) related to the \( \Psi \) required access policy \( S' \) for deciphering the encrypted message, the \( \text{decrypt}(tk, Y) \) outputs \( M \).

**Theorem 2. Confidentiality.** The proposed CUPS scheme is indistinguishable against replayable chosen ciphertext attacks, w.r.t. the GDHE assumption.

**Theorem 3. Verifiability** If \( \mathcal{H}_0 \) and \( \mathcal{H}_2 \) are collision-resistant hash functions, then the proposed CUPS scheme is verifiable against lazy and malicious edge nodes.

Hereafter, we start by proving the correctness of the proposed scheme. Afterwards, we introduce the security proofs related to security games presented in Section 2.5.

6.1 | Correctness

In this subsection, we show the correctness of CUPS w.r.t. Theorem 1 while detailing the update process in subsection 6.1.1 and the decryption algorithms in subsection 6.1.2.

6.1.1 | Update Correctness

A user \( U \) who possesses a set of attributes expressed with respect to an access structure \( \Psi \), satisfying \( S' \) first sets \( P_i, A(\alpha) = \frac{1}{n}(\prod_{j=1,j\neq i}^{n}(\alpha + \mathcal{H}(a_j)) - \prod_{j=1,j\neq i}^{n}\mathcal{H}(a_j)) \). Then, \( U \) uses his secret keys to compute \( Y_i \) with respect to the two following cases:

- **Case 1:** if \( \text{ind} = \text{add} \) and \( S' = S \cup U \), then \( Y_i \) is computed as:
\[ Y_i = [\hat{e}(C'_i, h^{P_{\alpha}(\alpha)}) \cdot \hat{e}(D_i, E'_j)]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(g^{-\alpha_i}, h^{P_{\alpha}(\alpha)}) \cdot \hat{e}(g^{\frac{1}{\beta_i}}, h^m)]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(g^{-\alpha_i}, h^{P_{\alpha}(\alpha)}) \cdot \hat{e}(g^{\frac{1}{\beta_i}}, h^m \Pi_{\alpha \in \alpha_i}(\alpha + \hat{\lambda}_i(H(\alpha)))F(\alpha))]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(g, h)^{-\alpha_i} \cdot \hat{e}(g, h)^{\lambda_i \alpha_i} \cdot \hat{e}(g, h)^{\lambda_i}]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(g, h)^{\lambda_i}]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
Afterwards, the user U computes:
\[ Y = \prod_{i \in I} Y_i^{m_i} \]
\[ = \prod_{i \in I} \hat{e}(g, h)^{\lambda_i m_i} \]
\[ = \hat{e}(g, h)^{\sum_{i \in I} \lambda_i m_i} \]
\[ = \hat{e}(g, h)^{\lambda} \]
Recall that the constants \( m_i \in I \) are the reconstruction of the LSSS matrix \( \mu_i \in I \) = \( \text{Recon}(A, \rho, \beta) \). Therefore, the user retrieves \( Y \) using the following equation
\[ < \lambda, \mu > = \sum_{i \in I} \lambda_i m_i = \sum_{i \in I} \beta_1 = \sum_{i \in I} 1 = 1 \]
• Case 2: if \( \text{ind} = \text{ revoke } \) and \( S' = S \setminus \{ \alpha \} \), \( Y_i \) is computed as follows:
\[ Y_i = [\hat{e}(C'_i, h^{P_{\alpha}(\alpha)}) \cdot \hat{e}(D_i, E'_j)]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(u_i^{\alpha_i}, h^{P_{\alpha}(\alpha)}) \cdot \hat{e}(g^{\frac{1}{\beta_i}}, h^m \Pi_{\alpha \in \alpha_i}(\alpha + \hat{\lambda}_i(H(\alpha)))F(\alpha))]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(g, h)^{-\alpha_i} \cdot \hat{e}(g, h)^{\lambda_i \alpha_i} \cdot \hat{e}(g, h)^{\lambda_i}]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
\[ = [\hat{e}(g, h)^{\lambda_i}]_{\text{mod}(\alpha_i, \beta_i)}^{\frac{1}{\text{mod}(\alpha_i, \beta_i)}} \]
Afterwards, the user computes:
\[ Y = \prod_{i \in I} Y_i^{m_i} \]
\[ = \prod_{i \in I} \hat{e}(g, h)^{\lambda_i m_i} \]
\[ = \hat{e}(g, h)^{\sum_{i \in I} \lambda_i m_i} \]
\[ = \hat{e}(g, h)^{\lambda} \]
Recall that the constants \( m_i \in I \) are the reconstruction of the LSSS matrix \( \mu_i \in I \) = \( \text{Recon}(A, \rho, \beta) \). Therefore, the user retrieves \( Y \) using the following equation
\[ < \lambda, \mu > = \sum_{i \in I} \lambda_i m_i = \sum_{i \in I} \beta_1 = \sum_{i \in I} 1 = 1 \]

6.1.2 Decryption Correctness

We assume a data user U having an access policy \( \Psi \) which satisfies the encryption set of attributes \( S \). In the following, we prove the correctness of CUPS, i.e., U can retrieve the plaintext message using his access policy and the related secret keys.

First, U derives the transformation keys \( t_k = (\text{tsk}, \text{tpk}) \). Afterwards, he forwards the public transformation key \( \text{tpk} \) to EN.
This algorithm includes two steps. The first step, denoted by (i), enables U to retrieve the plaintext, while the second step (ii) permits to verify the correctness of the partially decrypted message received from EN:

(i) Based on the partially decrypted ciphertext Y, U performs only one exponentiation without calculating any pairing functions to recover the random message. R can be retrieved based on two cases w.r.t. the ind operator value, such that:

- **Case 1**: in the case of adding attributes to the access policy:

\[
R = \frac{C}{(Y)^{m_k}} = \frac{R \cdot (\hat{e}(g, h))^s}{(\hat{e}(g, h))^{2s}} = \frac{R \cdot (\hat{e}(g, h))^s}{\hat{e}(g, h)^s}
\]

- **Case 2**: in the case of revoking attributes from the access policy:

\[
R = \frac{C'}{(Y)^{m_k}} = \frac{R \cdot (\hat{e}(g, h))^s}{(\hat{e}(g, h))^{2s}} = \frac{R \cdot (\hat{e}(g, h))^s}{\hat{e}(g, h)^s}
\]

Note that if no changes have been made to the access policy and the corresponding ciphertext, the decryption process follows **Case 1**.

(ii) To verify that the retrieved message M is correct, U first computes \(M_0 = \mathcal{H}(M)\). Then, he computes \(\mathcal{H}_2(M_0||C_K)\) and compares it against V. If \(V \neq \mathcal{H}_2(M_0||C_K)\), then decrypt returns \(\bot\). Otherwise, EN has executed decrypt correctly and the retrieved plaintext is verified. Therefore, he computes the symmetric key \(K = \mathcal{H}_1(R)\), then decrypts the message \(M = \text{dec}_K(K, C_K)\).

### 6.2 Confidentiality

In the following proof, we prove that our CUPS scheme is CPA-Secure against non-adaptive Chosen Ciphertext Attacks with respect to Theorem 2.

**Theorem 4.** For any adversary \(A\), against CPA-Secure against non-adaptive chosen ciphertext, our CUPS scheme is indistinguishable according to Definition [25] with respect to the hardness of the General Diffie-Hellman Exponent (GDHE) assumption (Definition [4.3]).

**Proof.** To decrypt a ciphertext \(C'T\) associated with an updated access policy \(S'\), \(A\) must recover \(\hat{e}(g, h)^s\), in case of attributes’ addition and \(\hat{e}(g, h)^s\sum_{i=1}^{t} f_i^{\alpha_i}\), in case of attributes’ revocation, where the secret sharing key \(s\) is embedded in the ciphertext.

To prove that our scheme is secure against selective non-adaptive chosen ciphertext attacks, we first consider that \(A\) is running the \(\text{Exp}_{\text{conf}}\) experiment with an entity \(B\). This latter is running the \(\text{Exp}_{\text{CT}}\) experiment, with \(C\). The objective of this proof is to show that the advantage of \(A\) to win the \(G^s - \text{CPA}(1^n)\) security game is equivalent to the advantage of \(\text{Exp}_{\text{CT}}\) to win the Wang et al. security game [32]. Hereafter, \(A\) and \(B\) proceed as follows:

**INITIALISATION** – in this phase, the adversary \(A\) gives the algorithm \(C\) a challenge set of attributes \(S^*\).

**SETUP** – the challenger \(C\) runs the setup(\(\xi\)) algorithm, sends the public parameters \(pp = (G_1, G_2, G_T, v = \hat{e}(g, h), g^n, h, h^n, \ldots, h^{n^k}, \{u_i = g^{u_i}\}_{i=1}^{n^k})\) to \(B\) and keeps secret \(\text{msk}\). Consequently, \(B\) sends \(pp\) to \(A\).

**QUERY PHASE 1** – \(B\) sets an empty table \(T\) and queries an access policy \(\Psi, A_i\), for each session \(i\). That is, \(B\) uses \(C\) to derive and send the queried secret keys to \(A\). The challenger \(C\) answers by running the keygen(\(pp, \text{msk}, \Psi, A_i\)) algorithm. The challenger \(C\) generates shares of 1 relying on the
ERI chooses a random bit $b$, and sets sk as

$$\text{sk}_{A,i} = \{g^{-\frac{\lambda_i}{nR\{\text{H}(\cdot)\}}}, (h^{\lambda_i})^p\}_{i=0}^{\infty}.$$  

Note that the access policy $\Psi_{A,i}$ does not satisfy the encryption attribute set $S^+$. The private keys $\text{sk}_{A,i} = \{g^{-\frac{\lambda_i}{nR\{\text{H}(\cdot)\}}}, (h^{\lambda_i})^p\}_{i=0}^{\infty}$ are returned to $B$. Subsequently, $B$ sets a new entry with the private key and returns $\text{sk}_{A,i} = \{g^{-\frac{\lambda_i}{nR\{\text{H}(\cdot)\}}}, (h^{\lambda_i})^p\}_{i=0}^{\infty}$ to $A$.

**CHALLENGE PHASE** – during the challenge phase, $A$ picks two equal length cleartexts $M_0^*$ and $M_1^*$ as well as an attribute set $U^*$ with $|U^*| = t$ $U^* \cap S^* = \emptyset$ if $\text{ind} =$ add or $U^* \subseteq S^*$ if $\text{ind} =$ revoke. Subsequently, $B$ selects $S_B$ such that $S_B \subseteq S^+$, such as $S^- = S^+ \setminus U^*$ for $\text{ind} =$ add or $S^- = S^+ \setminus U^*$ for $\text{ind} =$ revoke.

Afterwards, $B$ sends the access structure $S_B$ and the two equal length messages $M_0$ and $M_1$, defined by $A$ to the challenger $C$. The challenger $C$ chooses a random bit $b$ from $\{0, 1\}$ with $S_B^* = S_B \setminus U^*$ for $\text{ind} =$ add or $S_B^* = S_B \setminus U^*$ for $\text{ind} =$ revoke and computes the challenge encrypted message $\text{CT}_b^* = \text{encrypt}(pp, S_B^*, M_b^*)$.

$$\begin{align*}
E_0 &= h^\ast \prod_{x \in S_B^*} (\alpha + \text{H}(\cdot)), \\
E_1 &= E_0^\ast, \ldots, E_{p-m} = E_{p-m-1}^\ast, \\
C_1 &= u_{1}^{-1}, \ldots, C_{r+1} = u_{r+1}^{-1}, \\
C &= R \cdot \cdot \cdot = R \cdot \cdot \cdot h^\ast,
\end{align*}$$

The challenger $C$ gives $\text{CT}_b^*$ to the adversary if $U^* = \emptyset$, otherwise $\text{CT}_b^*$ is updated($pp, \text{CT}_b^*, \text{ind}, U^*$).

**QUERY PHASE 2** – in this phase, the adversary $A$ can query a polynomially bounded number of queries as in **QUERY PHASE 1**, except that $A$ cannot query secret keys related to a set of attributes $S^+$.

Hereafter, two cases are considered w.r.t. the $\text{ind}$ operator value, randomly selected by $C$ in order to encrypt the challenging message such that:

- **Case 1** – the first case corresponds to attributes’ addition, such that $C$ sets $S_B^* = S_B \cup U^*$ and outputs an encrypted message $\text{CT}_b^*$ as defined in section 5.2. In this case, we first show that how a challenge ciphertext should be produced. In fact, given a ciphertext CT encrypted w.r.t. a set of attributes $S_B$ and $U^* = \{a_1^*, \ldots, a^*_l\}$ a new set of attributes where $U^* \cap S = \emptyset$, $C$ has to add elements of $U^*$ to the set of encrypting attributes $S_B$ of the ciphertext $\text{CT}_b^*$. To do so, it proceeds as follows:

Let $F(x)$ be the polynomial in $x$ defined as $F(x) = \prod_{a_i \in U^*} (x + \text{H}(a_i^*)) = f_0x^t + f_1x^{t-1} + \cdots + f_t$. Then the algorithm computes $E^{\ast 0}_0 = E^{F(\cdot)}_0 = \prod_{i=0}^{t} E_i$. The new ciphertext is then defined as $\text{CT}_b^* = (E^{\ast 0}_0, C_1, C)$ w.r.t. $S^*$, the new set of encrypting attributes defined as $S_B^* = S_B \cup U^*$.

- **Case 2** – the second case corresponds to attributes’ revocation, such that $C$ defines $S_B^* = S_B \setminus U^*$ and outputs an encrypted message $\text{CT}_b^*$, as detailed in section 5.2. That is, given a ciphertext CT encrypted w.r.t. a set of attributes $S_B^*$ and a revocation attribute set $U^* = \{a_1^*, \ldots, a^*_l\} \subseteq S_B^*$ where $t \leq r$, the server updates the ciphertext $\text{CT}_b^*$ as follows: Let $F(x)$ be the polynomial in $x$ as $F(x) = \prod_{a_i \in U^*} (x + \text{H}(a_i^*)) = f_0x^t + f_1x^{t-1} + \cdots + f_t$. Similarly, the new ciphertext is then defined as $\text{CT}_b^* = (E^{\ast 0}_0, C_1^*, C^*_{\ast m})$ w.r.t. $S^*$, the new set of encrypting attributes defined as $S_B^* = S_B \setminus U^*$.

Without loss of generality, the distribution of the received challenge ciphertext does not depend on the attributes’ addition and revocation. More precisely, the distribution of the challenge encrypted message is quite similar in both cases. Thus, the resistance of CUPS scheme against CPA, follows Wang et al. construction 33 construction, w.r.t. to $B$, that is proven secure under the GDDHE assumption. Thus, the view of $B$ is indistinguishable from the view of $A$, considering a randomly selected encrypted message w.r.t. $S_B^*$ referring to the updated access policy.

As such, we prove that our CUPS construction is secure against selective non-adaptive chosen ciphertext attacks in the standard model, under the GDDHE assumption, with respect to Exp$^{\text{coup}}$ security experiment.

\[\square\]

### 6.3 Verifiability

**Proof.** The Exp$^{\text{coup}}$ security games, presented in 2.5.2 captures the behaviour of lazier a malicious edge node EN. That is, the goal of an adversary $A$ is to forge a compromised partially decrypted ciphertext, that can be correctly verified by the challenger $C$, by running decrypt algorithm.

To this end, we define an adversary $A$ running the Exp$^{\text{coup}}$ security game with an entity $B$. This entity $B$ is also running a collusion attack against hash function $\text{H}$ with a challenger $C$. The aim of this proof is to demonstrate that the advantage of the adversary $A$ to succeed in the Exp$^{\text{coup}}$ game is smaller than the advantage of the entity $B$ to win the collusion game. In the following, we prove that CUPS is verifiable against lazy and malicious EN w.r.t. Theorem 5.
Theorem 5. If $\mathcal{H}_2$ and $\mathcal{H}_0$ are two collision-resistant hash functions, then, CUPS is verifiable against lazy EN.

$B$ executes the $\text{setup}$ algorithm to generate the public parameters except the hash functions $\mathcal{H}_2$ and $\mathcal{H}_0$. Then, $B$ executes both Queries phase 1 and Queries phase 2 to issue the secret and transformation keys.

During the challenge phase, $A$ forwards a challenge message $M^*$ to $B$. $B$ chooses a random message $R^* \in G_1$ and encrypts $R^*$ under the challenge access $S^*$. Then, $B$ defines $R_0^* = \mathcal{H}_0^*(R^*)$ and computes a symmetric key $K^* = H^*_2(R^*)$. $B$ executes the encryption of the message $M^*$ using a symmetric encryption algorithm $\text{enc}_{K^*}$ such that $C_{K^*} = \text{enc}_{K^*}(K^*, M^*)$. $C$ defines the verification key $V^* = H^*_2(R_0^* || C_{K^*})$. $B$ sends the computed ciphertext to $A$ as a challenge ciphertext as well as the verification key $V^*$.

If $A$ breaks the verifiability game, $B$ will recover a message $M \notin \{M^*, \bot\}$ relying on the partially decryption algorithm $\text{decrypt}_{\text{out}}$.

Notice that the decryption algorithm outputs $\perp$ if $H^*_2(R_0^* || C_{K^*}) \neq V^*$ where $R_0^* = \mathcal{H}_0^*(R^*)$ and $R^* = \text{dec}_{K^*}(K^*, C_{K^*})$. In the following we consider the two cases:

- **Case 1**: Since $\mathcal{B}$ knows $(R_0^*, C_{K^*})$, if $(R_0^*, C_{K^*}) \neq (R_0^*, C_{K^*})$ is returned as a result, then $B$ obtains a collision of the hash function $H^*_2$.

- **Case 2**: If $(R_0^*, C_{K^*}) = (R_0^*, C_{K^*})$, while $R^*$ and $R$ are not equal ($R^* \neq R$), then, $B$ breaks the collision resistance condition of $\mathcal{H}_0^*$ as $\mathcal{H}_0^*(R) = R_0 = R_0^* = \mathcal{H}_0^*(R^*)$.

Consequently, using an absurdum reasoning, since the hash functions $\mathcal{H}_2$ and $\mathcal{H}_0$ are two collision resistant functions, CUPS is verifiable.

7 | PERFORMANCES ANALYSIS

In this section, we present the computation and the storage complexities of our proposed CUPS scheme. In our analysis, we are interested in the computations performed to execute the encrypt, update and the decrypt algorithms as presented in Table 2. Furthermore, the size of the generated encrypted message, the size of the secret keys and the communications costs between the system entities are introduced in Table 3.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Policy Update</th>
<th>Outsourcing</th>
<th>Verifiability</th>
<th>Access Policy</th>
<th>Type</th>
<th>Encryption Cost</th>
<th>Update Cost</th>
<th>User Decryption Cost</th>
<th>EN Decryption Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emura et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>AND-Gates</td>
<td>CP-ABE</td>
<td>$2E_1 + E$</td>
<td>$\tau$</td>
<td>$2\tau + 3E_1$</td>
<td>$\tau$</td>
</tr>
<tr>
<td>Herranz et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Monotone</td>
<td>KP-ABE</td>
<td>$2E_1 + E$</td>
<td>$n + (n + 1)E_1 + 2E_2 + E$</td>
<td>$4E_1 + 4E_2 + E$</td>
<td>$\tau(4 + 2k + n + 6E + O(\lambda))$</td>
</tr>
<tr>
<td>Ge et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Threshold</td>
<td>CP-ABE</td>
<td>$5E_1 + E$</td>
<td>$\tau$</td>
<td>$4\tau + 2E_1(k - n)$</td>
<td>$\tau$</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Monotone</td>
<td>KP-ABE</td>
<td>$2E_1 + E$</td>
<td>$n + (n + 1)E_1 + 2E_2 + E$</td>
<td>$4E_1 + 4E_2 + E$</td>
<td>$\tau(4 + 2k + n + 6E + O(\lambda))$</td>
</tr>
<tr>
<td>Liu et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Monotone</td>
<td>CP-ABE</td>
<td>$E_1 + (k + 1)E_1 + 2G_1(N)$</td>
<td>$E_1 + 2G_1(N)$</td>
<td>$2E_1 + \tau(2k + 2G_1(N))$</td>
<td></td>
</tr>
<tr>
<td>Li et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Monotone</td>
<td>CP-ABE</td>
<td>$E_1 + 2E_1 + G_1(N)$</td>
<td>$\tau$</td>
<td>$4\tau$</td>
<td>$E_1 + 2G_1(N)$</td>
</tr>
<tr>
<td>Belguith et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Monotone</td>
<td>CP-ABE</td>
<td>$5E_1 + E_1 + 3G_1(N)$</td>
<td>$E_1 + 3G_1(N)$</td>
<td>$3\tau + E_1$</td>
<td></td>
</tr>
<tr>
<td>Jiang et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Threshold</td>
<td>CP-ABE</td>
<td>$(k - m + 2)E_1 + E$</td>
<td>$\tau$</td>
<td>$nE_1 + 2\tau$</td>
<td></td>
</tr>
<tr>
<td>Belguith et al.</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Threshold</td>
<td>CP-ABE</td>
<td>$(r + 2)E_1 + E$</td>
<td>$2\tau + E_1 + (n + 1)E_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUPS</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>Monotone</td>
<td>KP-ABE</td>
<td>$(m + 2 + r)E_1 + E$</td>
<td>$\tau$</td>
<td>$nE_1 + 2\tau$</td>
<td>$E + 2G_1(N)$</td>
</tr>
</tbody>
</table>

7.1 | Storage and Communication Complexities

Emura et al. introduced a KP-ABE scheme requiring only 2 keys per user independent of the users’ attributes. In addition, this scheme generates a ciphertext composed only of 3 elements.

Herranz et al. have proposed the first CP-ABE scheme generating a ciphertext whose size does not depend on the number of attributes used in the threshold access policy. In this scheme, the user needs $k + n$ secret keys’ where $k$ is the cardinal of the attributes universes and $n$ is the number of the users’ attributes.

In [23], the authors propose a CP-ABE scheme with constant ciphertext size. However, this schemes requires the use of $3k - 2 + n$ secret keys. Similarly, the authors in [24] proposed a KP-ABE scheme which produces only 3 elements in the ciphertext. The users’ secret keys are equal to $k(n + 1)$.

This size of secret keys is due to the use of LSSS monotone access policies which makes the scheme more expressive than the aforementioned schemes.
Although, the above schemes ensure low storage and communication costs, they do not support access policy updates. Indeed, if the access rights change with the addition or the revocation of some attributes, outsourced data need to be re-encrypted.

Jiang et al.\cite{96} have proposed a threshold CP-ABE scheme supporting access policy update. The authors proposed two different constructions. The first construction ensures the addition of attributes to the access policy. This incurs the generation of a ciphertext whose size is equal to $3 + k - m$ to be forwarded to the cloud server however the final user only receives 3 elements of the ciphertext no matter how many attributes are used in the access policy. The second construction provides the ability to revoke attributes from the access policy. Therefore, the generated access policy depends on the maximum number of attributes in an attribute revocation list. Like the first construction, the user only needs three elements to decrypt data. Both the proposed construction require $n + 1$ secret keys for every user.

In our CUPS scheme, we apply a compact policy update technique to ensure adding and/or removing attributes from access policies in KP-ABE schemes. Therefore, the proposed construction generates a ciphertext size equal to $3 + k + r - m$. Users receive a constant ciphertext size independent from the number of attributes involved in the access policy and from the applied update procedures. CUPS relies in using monotone access policies, then the users secret keys are equal to $n + k$ elements. Therefore, the proposed CUPS scheme ensures expressiveness and policy updates while introducing comparative storage with similar ABE schemes.

Regarding the communication costs, CUPS provides reasonable communication costs compared to similar ABE schemes. It requires the same communication costs between the data owner and the cloud server as other ABE schemes supporting access policy update such as Jiang et al. scheme\cite{96} and PU-ABE scheme\cite{97}. However, it requires an additional communication overhead between the data user and the edge node to delegate the decryption overhead similar to ABE schemes supporting decryption outsourcing\cite{96,97,98}.

Overall, CUPS introduces two interesting features, i.e., outsourced decryption and access policy update while incurring reasonable storage and communication overheads.

7.2 Computation Complexities

The proposed schemes in\cite{93,94,95} introduce an encryption algorithm which requires two exponentiations in $G_1$ and one exponentiation in $G$. Ge et al.’s scheme\cite{95} introduces an encryption algorithm requiring 5 exponentiations in $G_1$, and one exponentiation in $G$.

In Emura et al.’s scheme\cite{93}, the user needs to perform two pairing operations and 3 exponentiations in $G_1$. Herranz et al.\cite{96} decryption algorithm requires $n + 1$ exponentiations in $G_1$, 5 pairing functions and one exponentiation in $G$. In\cite{97} scheme, the users executes 4 pairing operations and $2(k - n)$ exponentiations in $G_1$. Wang et al. proposed a KP-ABE scheme\cite{98} where the decryption algorithm performs $n + 1$ exponentiations in $G$, one exponentiation in $G_1$ and two pairing operations.

The aforementioned schemes do not ensure access policy updates. Jiang et al.’s scheme is the first CP-ABE scheme supporting policy updates. In this scheme, the encryption algorithm related to the attributes addition construction require $k - m + 2$ exponentiations in $G_2$, and only one exponentiation in $G$. In addition, the attribute revocation encryption algorithms requires $r + 2$ exponentiations in $G_1$ and only one exponentiation in $G$. This proposal consists in executing an update algorithm by the cloud server to update the used access policy used in the encryption, Therefore, it requires $t$ exponentiations in $G_1$ to add attributes and $2t + 2$ exponentiations in $G_1$ and one pairing operation to revoke attributes. In\cite{98}, the decryption algorithm incurs $2\tau_p + nE_1$ overhead.

CUPS scheme requires the execution of $(k - m + 2 + r)$ exponentiations in $G_2$ and only one exponentiation in $G$. The proposed scheme requires the execution of two update functions to add attributes or revoke attributes from the access policy. To add new attributes, it requires $t$ exponentiations in $G_1$ while revoking $t$ attributes needs to an overhead equal to $(2t + 2)E_1 + \tau_p$, where $t$ is the number of attributes to be added or removed. Our CUPS scheme requires $2\tau_p + E_1 + (n - 1)E$ as a decryption overhead due to the use of monotone access policies.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Outsourcing</th>
<th>Key Size</th>
<th>Transformation Key Size</th>
<th>Ciphertext Size</th>
<th>Syntax/Communication Cost (bits)</th>
<th>Storage Communication Cost (bits)</th>
<th>Retrieval from CSP Communication Cost (bits)</th>
<th>Retrieval from EN Communication Cost (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emura et al.</td>
<td>X</td>
<td>2</td>
<td>-</td>
<td>3</td>
<td>$</td>
<td>p</td>
<td>= 2^{</td>
<td>k</td>
</tr>
<tr>
<td>Herranz et al.</td>
<td>X</td>
<td>k + n</td>
<td>-</td>
<td>3</td>
<td>$(</td>
<td>p</td>
<td>+ (k + n)\Phi)$</td>
<td>3Ω</td>
</tr>
<tr>
<td>Ge et al.</td>
<td>X</td>
<td>$3k - 2 + n$</td>
<td>-</td>
<td>4</td>
<td>$(</td>
<td>p</td>
<td>+ (3k - 2 + n)\Phi)$</td>
<td>4Ω</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>X</td>
<td>$k(n + 1)$</td>
<td>-</td>
<td>3</td>
<td>$(</td>
<td>p</td>
<td>+ k(n + 1)\Phi)$</td>
<td>3Ω</td>
</tr>
<tr>
<td>Li et al.</td>
<td>✓</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>$2\Phi$</td>
<td>34Ω</td>
<td>34Ω</td>
<td>3Ω</td>
</tr>
<tr>
<td>Belguith et al.</td>
<td>✓</td>
<td>2m</td>
<td>2m + 3</td>
<td>4m + 3</td>
<td>$(</td>
<td>p</td>
<td>+ (2m + 3)\Phi)$</td>
<td>4Ω</td>
</tr>
<tr>
<td>Jiang et al.</td>
<td>✓</td>
<td>$n + 1$</td>
<td>-</td>
<td>3</td>
<td>$(</td>
<td>p</td>
<td>+ (n + 1)\Phi)$</td>
<td>3Ω</td>
</tr>
<tr>
<td>Belguith et al.</td>
<td>✓</td>
<td>$(n + 1)k$</td>
<td>-</td>
<td>$3k - m + r/3$</td>
<td>$(</td>
<td>p</td>
<td>+ (n + 1)\Phi)$</td>
<td>3Ω</td>
</tr>
<tr>
<td>CUPS</td>
<td>✓</td>
<td>$(n + 1)k$</td>
<td>$(n + 1)k + 1$</td>
<td>$3k - m + r/3$</td>
<td>$(</td>
<td>p</td>
<td>+ (n + 1)\Phi)$</td>
<td>4Ω</td>
</tr>
</tbody>
</table>
Above all, our proposed CUPS scheme presents quite similar processing costs compared to those incurred by most of the reviewed ABE schemes, while providing more practical features mainly related to expressiveness, decryption delegation and policy update.

8 | CONCLUSIONS

Attribute based encryption is often used to ensure encrypted access control to outsourced data for multi-user settings. That is, in several applications, users are removed and/or added, thus, it require an efficient update of users’ access rights.

In this paper, we propose CUPS, a novel opportunistic computing protocol based on a key policy attribute based encryption scheme that generates short size ciphertexts and supports access policy update and decryption outsourcing features. This protocol allows addition and/or revocation of attributes without relying on a proxy server which makes it suitable for dynamic scenario such as opportunistic networks. To suit resources constrained devices, the users are able to offload the decryption overhead to the nearest edge node to partially decrypt the ciphertext while being capable of verifying that the edge node is honest in computing the partial decryption process.

As future work, we aim to test the performances of CUPS in a real-world environment by implementing the different algorithms in an opportunistic cloud of things environment.
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