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Abstract 

The study of stem cells has received considerable attention in forming many different tissue types, 

and gives hope to many patients as it provides great potential for discovering treatments and cures 

to many diseases such as Parkinson's disease, schizophrenia, Alzheimer's disease, cancer, spinal 

cord injuries and diabetes. This study was concerned with developing algorithms that analyses 

microscope images of stem cells harvested from the bone marrow or dental pulp of a rabbit, 

expanded in the laboratory at the Tissue Engineering Center in Alexandria, Egypt, and then 

transplanted into subcutaneous pouches of the rabbit.  

The research aimed to detect automatically as soon as osteogenic differentiated stem cells were 

ready to be implanted in the defective parts, thereby avoiding the cells becoming damaged by 

bacterial infection. A further requirement was that the algorithms would not use traditional 

(chemical) markers which eventually lead to the sample being discarded as it dies after adding the 

marker. A total of 36 microscopy images were obtained from seven separate experiments each 

lasting over 10 days, and the clinicians visually classified 18 images as showing not-ready 

osteogenic differentiated stem cells and the remaining images showing a variety of cells ready for 

implantation. The ready cells typically appeared as a colony, or spread all over the image 

interconnecting together to form a layer. 

Initially, image pre-processing and feature extraction techniques were applied to the images in 

order to try and identify the developing cells, and a t-test was applied to the total cell area in each 

image in an attempt to separate the not-ready and ready images. While there was a significant 

difference between not-ready images and the ready images which showed the colony shaped 

characteristics, there was no significant difference between not-ready images and ready images 

with the spreading interconnecting layer shape, and so more sophisticated classification techniques 

were investigated. 

 As the differentiated stem cells are effectively texture based images, each of the 36 images were 

divided into quadrants to give a total of 144 images to increase the image dataset.  Several sets of 

texture parameters were derived from the grey-scale histogram statistics, Grey-Level Co-

occurrence Matrix (GLCM), and Discrete Cosine Transform (DCT) spatial frequency components 

of the images. Some of these parameters were used with traditional classification techniques 

including cross-correlation, and Euclidean distance measures to try and classify the texture relative 

to the first image (not-ready) in each experiment and the other images (not-ready and ready) in 

the experiment.  The success rate using cross-correlation was 70%, and 68% for the Euclidean 

distance approach. Secondly, intelligent classification techniques using Artificial Neural Networks 
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(ANN) were considered, using the various texture parameters as inputs to a feed-forward 1-hidden 

layer MLP using Back-propagation of Errors for training. The ANN approach gave the better 

results, with 77% using the grey-scale histogram statistics, 73% for GLCM, and 92% for the DCT 

with 70 spatial frequency components. 

It was observed for each of the experiments that images became classified as ready for 

implantation after approximately 10 days, and then remained ready for the rest of the experiment.  
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Chapter 1 

Introduction  

Overview  

This chapter provides the motivation for the study, a brief introduction to the subject 

of biomedical Image Processing and Pattern Recognition techniques, followed by the 

background to Tissue Engineering and stem cells and the advantages and 

disadvantages of their usage, The aims and objectives of the Thesis are introduced, in 

addition to a brief description of the remainder of the Thesis. 

1.1 Motivation for the study 

Bone marrow stromal cells (BMSCs) have generated considerable attention in recent 

times because of their ability to be differentiated into a variety of cell types[1] 

including: osteoblasts (bone cells)[2] chondrocytes (cartilage cells), and adipocytes 

(fat cells)[3]. This phenomenon has been documented in specific cells and tissues in 

living animals and their counterparts growing in tissue culture. BMSCs are also very 

promising in regenerative therapies whereby damaged tissue may be re-grown, which 

gives hope to lot of patients that suffers from illness. 

The study took place in collaboration with the Tissue Engineering Centre in 

Alexandria, who have had many problems with the loss of developing stem cells 

through infection. When this happens all the stem cells are discarded and the cell 

culture is fully sterilized many times to make sure that they had got rid of these 

infected bacteria before starting again, at considerable time and effort. This means 

that time plays an important role in the processing of the osteogenic differentiated 

stem cells as those cells that are ready for implantation are left for a longer time than 

necessary, the probability of getting infected will be high.  

Additionally, delaying the implantation means that cells will start the osteoblastic 

activity and begin to form bone in vitro instead of forming it inside the defect parts of 

the recipient. (A rabbit in these studies). It is very important that the osteoblastic 

http://en.wikipedia.org/wiki/Osteoblast
http://en.wikipedia.org/wiki/Chondrocyte
http://en.wikipedia.org/wiki/Adipocyte
http://en.wikipedia.org/wiki/Tissue_culture
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activity takes place inside the recipient in order to see if there are any complications 

and to monitor the cells adaptation with the surrounding tissue. 

Another problem was it needs to be absolutely sure that the osteogenic differentiation 

stem cells were ready to be implanted, usually involving adding chemical markers to 

some of the wells in the sample and monitoring the colour of the markers during the 

formation of the stem cells. However, once the cells in the test well are known to be 

ready for implantation, the well has to be discarded, as the markers kill the cells. It is 

assumed that all the cells develop at the same rate and so the cells in the remaining 

wells can be used for implantation. 

This study is concerned with developing and evaluating computer-based Image 

Processing and Pattern Recognition techniques to the microscopic images of bone 

marrow stem cells without the artificial markers to the try and identify when 

osteogenic differentiated stem cells were ready for implantation, More specifically, 

the system is required to  separate the stem cells classified visually by the expert 

clinician to be ready for implantation. or not-ready.  The situation is further 

complicated because the  ready images have two different shapes, either a colony 

shape, with some structure,  or to spread all over the well interconnecting together to 

form a layer as shown in Figure 1.1. 

   

(a) (b) (c) 

Figure 1.1 Images for osteogenic stem cell. (a) A not-ready image. (b) A ready image spreading all over the 

well interconnecting together forming a layer. (c) A ready image that formed a colony. 
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1.2 The processing of biomedical images 

Imaging has become an essential component in many fields of bio-medical research 

and clinical practice. Biologists study cells and generate 3D confocal microscopy 

datasets, virologists generate 3D reconstructions of viruses from micrographs, 

radiologists identify and quantify tumors from MRI (magnetic resonance imaging) 

and CT (computed tomography) scans, and neuroscientists detect regional metabolic 

brain activity from functional MRI scans. Analysis of these diverse types of images 

requires sophisticated computerized quantification and visualization tools.  This could 

be supported by general-purpose, extensible digital Image Processing programs[4]. 

Image Processing is a very broad subject concerned with manipulation and 

interpretation of the contents of digital images, and involves algorithms for: 

¶ restoring the effects of corruptions during image acquisition. 

¶ enhancing an image aid visualization and display. 

¶ segmentation to identify regions and objects in an image on the basis of 

homogeneity criteria, such as colour, intensity or texture. 

¶ deriving properties and features of the regions that can be used to interpret the 

image[6]. 

Although the colony-type stem cells have a reasonably defined structure, so that 

segmentation techniques are appropriate and properties such as cell area measures used 

for possible classification, the most common characteristic of the images is their texture 

and so this study is primarily concerned with extraction of texture based features for the 

cells and underlying structure in the images, so that images can be classified[7]. Typical 

texture features that have been considered in this study for analysis include histogram-

based features and grey co-occurrence matrix features and Discrete Cosine Transform 

of spatial frequency components. 
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1.3 Pattern recognition 

While Pattern Recognition techniques have been largely developed independently of 

Image Processing, many of the techniques can be used as the final step in the overall  

classification and interpretation of the objects in an image[5]. The input data for the 

Pattern Recognition algorithms, are a set of properties or features extracted using the 

appropriate Image Processing algorithms[5]. The stages in a typical Pattern 

Recognition system for classifying and interpreting objects in digital images, such as 

the ones used in this study, are shown schematically below in Figure 1.2. 

 

 

 

Figure 1.2 Stages in a Pattern Recognition system for digital images. 

The Image Pre-processing stages will often be minimal as most enhancement and 

segmentation operations will change the values of the original image data and so 

affect the accuracy of the classification system. 

Although many of the features extracted from the images can be used as input to 

Pattern Recognition systems, intelligent techniques such as Artificial Neural 

Networks are now commonly used for complex datasets where tradition techniques 

have been unable to provide satisfactory or reliable classifications[8]. 

While these techniques have been applied successfully over the year to a variety of 

biomedical data, very little work has been described using stem-cell images, and these 

data may offer new challenges to Pattern Recognition, particularly as the clinician 

wish to avoid using artificial markers which kills the cells and are expensive. Time is 

also important in this application because it is desirable to implant cells as soon as 

they become ready because the cells can get infected if left for longer unnecessary 

periods.  
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Image 
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1.4 Biomedical background and review      

The past three decades have seen the emergence of an endeavor called Tissue 

Engineering and regenerative medicine in which scientists, engineers, and physicians 

apply tools from a variety of fields to construct biological substitutes that can mimic 

tissues for diagnostic and research purposes and can replace (or help regenerate) 

diseased and injured tissues. A significant portion of this effort has been translated to 

actual therapies, especially in the areas of skin replacement and, to a lesser extent, 

cartilage repair. A large amount of thoughtful work has also yielded prototypes of 

other tissue substitutes such as nerve conduits, blood vessels, liver, and even heart[9].  

1.4.1 History of Tissue Engineering  

As artificial generation of tissues, organs, or even more complex living organisms was 

throughout the history of mankind a matter of myth and dream[10], a new therapeutic 

trial, in which disease healing can be achieved based on the natural healing potential of 

patients, has been explored. This therapy is termed regenerative medicine or Tissue 

Engineering[11].  

A key point in Tissue Engineering was the close co-operation between Dr. Joseph 

Vacanti from Boston Children's Hospital and Dr. Robert Langer from Massachusetts 

Institute of Technology (M.I.T). Their article [10] in Science, describing the new 

technology, may be referenced as the beginning of this new biomedical discipline. 

Later on, a high number of centers all over the world focused their research efforts 

towards this field[10,15]. 

1.4.2 Definition of Tissue Engineering 

Tissue engineering / Regenerative medicine is defined by the National Institute of 

Health in the United States as an emerging multidisciplinary field involving biology, 

medicine, and engineering to revolutionize the ways improving the health and quality 

of life of people by restoring, maintaining or enhancing tissue and organ function. In 

addition to having a therapeutic application, Tissue Engineering can have diagnostic 

applications where the tissue is made in vitro and used for testing drug metabolism 

and uptake, toxicity and pathogenicity[12]. 
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1.4.3 Stages of Tissue Engineering 

The development of tissue engineering research can be artificially divided into three 

stages. In the first stage, studies focus on proving the concept that various tissues 

could be engineered (in vivo) using immunodeficient animals[13,14], while in the 

second stage the studies are investigating the possibility of engineering tissue in large 

immunocompetent animals[12]. In the third stage the possibility of engineering tissue 

in humans and its clinical application is explored. 

1.4.4 Goals of Tissue Engineering 

Four significant goals must be achieved if tissue-engineered devices are to function 

adequately and appropriately in the host environment. These goals are: 

¶ Restoration of the target tissue with its appropriate function and cellular  

phenotypic expression. 

¶ Inhibition of the macrophage and foreign body giant cell response that may 

degrade or adversely modify device function. 

¶ Inhibition of scar and fibrous capsule formation that may be deleterious to the 

function of the device. 

¶ Inhibition of immune responses that may inhibit the proposed function of the 

device and ultimately lead to the destruction of the tissue component of the tissue-

engineered device[16]. 

1.4.5 Components of Tissue Engineering 

 The first successful clinical trial of engineered bone in thumb reconstruction was 

performed using autologous osteogenic precursor cells isolated from periosteum[17].
 
 

Leading the way in Tissue Engineering is bone Tissue Engineering[18], and clinical 

trials focused on the repair of human cranio-maxillofacial bone defects[19]. The three 

key ingredients for tissue engineering and tissue regeneration are signals, stem cells 

and scaffolding[20], as outlined in section 1.4.9. 
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1.4.6 Approaches to Tissue Engineering 

There are three general approaches have been applied to the art of Tissue Engineering of 

bone: 

¶ Matrix based therapies 

These simply introduce structural implants to replace the missing bone and they 

consequently depend on the recruitment of endogenous osteoprogenitors to repair 

the osseous tissue[21]. 

¶ Factor based therapies 

Growth and differentiation molecules have been introduced to bone defects 

through the use of demineralized bone matrix[22,23] and purified or recombinant 

human bone morphogenic proteins[24,25]. 

¶ Cell based therapies  

These are used for regeneration of bone, in which cells with osteogenic potential 

are transferred directly to the site requiring augmentation. Because cell based 

approaches do not depend on local osteoprogenitors for the synthesis of new bone 

at the site of the defect, they are particularly attractive for patients in whom the 

host tissue bed has been compromised[21]. This is the approach taken in this study. 

Each of these approaches, either alone or as part of a combination therapy, is likely to 

have a place in the repair or regeneration of osseous tissue[21]. 

1.4.7 Approaches to achieve cell based Tissue Engineering for 

implantation    

There are four different cell based tissue engineering approaches have been described 

for the regeneration of bone. These strategies have been based on the implantation of: 

¶ Unfractionated Fresh Bone Marrow 

Unfractionated fresh autologous or syngeneic bone marrow contain osteogenic 

precursors leading to effective bone regeneration[26,27]. Autologous marrow is 

harvested from the iliac crest and immediately transplanted to the site in need of 
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skeletal repair. Aspirates of fresh marrow can be combined with suitable 

biomaterials to improve on the osteogenicity of the basic graft [21]. 

¶ Purified culture expanded Mesenchymal Stem Cells(MSCs) 

Numerous investigators have described techniques for the isolation of adult 

human and animal MSCs from bone marrow and periosteum [28,29]. Expansion 

of MSCs makes them a clinically useful source of progenitor cells for tissue 

engineering of bone and other mesenchymal derivatives [21], and this was the 

kind most used in the experiments of the Tissue Engineering center in 

Alexandria, and consequently it was used in this study. 

¶ Differentiated Osteoblasts and Chondrocytes 

Several investigators have explored the use of differentiated or secretory 

osteoblasts in tissue engineering of bone. Studies suggest that committed 

osteoblasts could form the basis for rapid and effective repair of bone defects. 

Autologous osteoblastic cells are considerably more difficult to obtain than MSCs 

and even after isolation they possess a limited capacity for proliferation[21]. 

¶ Genetically Modified Cells 

Genetically modified is a new form of cell based therapy for the Tissue 

Engineering of bone[30]. 

1.4.8 Bone Tissue Engineering 

Four components are required for bone regeneration[31]: 

¶ A morphogenetic signal 

¶ Responsive host cells that will respond to the signal. 

¶ A suitable earner of this signal that can deliver it to specific sites then serve as a 

scaffolding for the growth of the responsive host cells. 

¶ A viable well vascularized host bed.   

For bone regeneration, bone marrow mesenchymal stem or stromal cells, calcium 

phosphate ceramics, and bone morphogenetic protein (BMP) are one of the best triads 

for bone tissue engineering[32]. 
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1.4.9 Stem Cells 

By definition are a progeny of immature cells having two defining properties, the 

capacity of self-renewal giving rise to more stem cells and to differentiate into a 

diverse range of specialized cell types such as muscles and nerves. Research in the 

stem cell field grew out of findings by Canadian scientists Ernest A. McCulloch 

and James E. Till in the 1960s[33]. 

There are two main types of stem cells; embryonic and non-embryonic (adult). 

Embryonic stem cells (ESC) are pluripotent and they can differentiate into all germ 

layers. Non-embryonic stem cells (non-ESC) are multipotent. Their potential to 

differentiate into different cell types seems to be more limited. The capability for 

potency and the relative ease to isolate and expand these cells are invaluable 

properties for regenerative medicine. Non-ESCs can be derived from several sources 

including amniotic fluid, umbilical cord tissue and bone marrow[34]. 

The two broad types of mammalian stem cells are: 

1.4.9.1 Embryonic stem cells 

That are isolated from the inner cell mass of blastocysts stage human embryos have 

been shown to differentiate into several different cell types. In a developing embryo, 

stem cells can differentiate into all of the specialized embryonic tissues[35] as shown 

in Figure 1.3 on the next page. The embryonic stem cells could not be used due to 

religious issues. 

 

Figure 1.3 The stages of embryonic stem cells[35]. 

 

http://en.wikipedia.org/wiki/Canada
http://en.wikipedia.org/wiki/Ernest_McCulloch
http://en.wikipedia.org/wiki/James_Till
http://en.wikipedia.org/wiki/Inner_cell_mass
http://en.wikipedia.org/wiki/Blastocyst
http://en.wikipedia.org/wiki/Embryo
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1.4.9.2 Adult stem cells 

Those cells are found in adult tissues. In adult organisms, stem cells and progenitor 

cells act as a repairing system for the body, replenishing specialized cells, but also 

maintain the normal turnover of regenerative organs, such as blood, skin or intestinal 

tissues. 

Stem cells can now be grown and transformed into specialized cells with 

characteristics consistent with cells of various tissues such as muscles or nerves 

through cell culture. Highly plastic adult stem cells from a variety of sources, 

including umbilical cord blood and bone marrow, are routinely used in medical 

therapies. Stem cells generated through cloning have also been proposed as promising 

candidates for future therapies[35], and the study described in this Thesis  works on 

the bone marrow stem cells taken from animals (a special type of experimental 

rabbits).  

1.4.10 The usage of the stem cells 

The interest and challenge in stem cell research arises because they gave hope to 

many people who suffer from many diseases, disabilities and defects parts in their 

bodies. As an example of the usage of the bone marrow stem cell, in 2003, they 

healed the heart of a boy in Michigan who had suffered a massive heart attack after 

being accidentally shot in the chest with a nail from a nail gun. The first choice of 

treatment was a heart transplant, but no donor hearts were available. Instead, doctors 

at Beaumont Hospital in Royal Oak, Michigan, tried a novel treatment using the 16 

year oldôs stem cells from his own bone marrow to repair the damaged heart. The 

patient was first treated with a drug that stimulates the production of bone marrow 

stem cells and their release into the blood stream. Stem cells were then collected and 

injected into his aorta. Ten percent of his heart has regained function, and doctors are 

cautiously optimistic for greater improvement. 

Stem cells from bone marrow could become heart, muscle, nerve, or liver cells[36]. In 

February, 2009, Bedford Foundation scientists had reported that bone marrow stem 

cells had treated HIV and Leukemia patient[37]. Using stem cells from umbilical cord 

blood and bone marrow, researchers have apparently cured a fatal genetic disease in a 

http://en.wikipedia.org/wiki/Adult
http://en.wikipedia.org/wiki/Progenitor_cell
http://en.wikipedia.org/wiki/Progenitor_cell
http://en.wikipedia.org/wiki/Cell_culture
http://en.wikipedia.org/wiki/Umbilical_cord_blood
http://en.wikipedia.org/wiki/Bone_marrow
http://en.wikipedia.org/wiki/Therapeutic_cloning
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two year old Minneapolis boy, which could open the door for other stem cell 

treatments[38]. 

1.4.11 Advantages of stem cells 

Some of the advantages of the stem cells[39] are listed below:  

¶ They can provide medical benefits in the fields of therapeutic cloning and 

regenerative medicine. 

¶ They can provide great potential for discovering treatments and cures to a plethora 

of diseases including Parkinson's disease, schizophrenia, Alzheimer's disease, 

cancer, spinal cord injuries, diabetes and many more.  

¶ Limbs and organs could be grown in a lab from stem cells and then used in 

transplants or to help treat illnesses,  and has been done in the Tissue Engineering 

centre.  

¶ Than can help scientists to learn about human growth and cell development.  

¶ Scientists and doctors will be able to test millions of potential drugs and medicine, 

without the use of animals or human testers. This necessitates a process of 

simulating the effect the drug has on a specific population of cells. This would tell 

if the drug is useful or has any problems. 

¶ They can also help the study of development stages that cannot be studied directly 

in a human embryo, which sometimes are linked with major clinical consequences 

such as birth defects, pregnancy-loss and infertility. A more comprehensive 

understanding of normal development will ultimately allow the prevention or 

treatment of abnormal human development.  

¶ They potentially hold the key to reversing the effects of aging and prolonging 

lives. It has already found many treatments that help in slowing the aging process, 

and a bonus of further research is a possible 'cure' for aging altogether.  

¶ A patientôs own adult stem cells could treat disease at a reduced risk because 

patients' bodies would not reject their own cells.  

¶ The Embryonic stem cells can develop into any cell types of the body, and may 

then be more versatile than adult stem cells. 
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1.4.12 Disadvantages of stem cells 

Some of the disadvantages of using stem cells[39] are listed below : 

¶ The use of embryonic stem cells involves the destruction of blastocysts formed 

from laboratory-fertilized human eggs. For those people who believe that life 

begins at conception, the blastocyst is a human life and to destroy it is immoral and 

unacceptable. 

¶ Like any other new technology, it is also completely unknown what the long-term 

effects of such an interference with nature could materialize.  

¶ Embryonic stem cells may not be the solution for all ailments. 

¶ According to a new research, when stem cells were used on heart disease patients, 

it was found that it could make their coronary arteries narrower. 

¶ They are pre-specialized, for instance, blood stem cells make only blood, and brain 

stem cells make only brain cells. 

¶ These are derived from embryos that are not a patient's own and the patient's body 

may reject them.  

The idea of this study came first from reading about this huge new trend in changing 

the way of thinking in curing many people and giving them hope to live. 

1.4.13 The Bone marrow 

The bone marrow is a highly vascular, modified connective tissue found in the long 

bones and certain flat bones of vertebrates and is the origin of blood cells. These stem 

cells can differentiate and are also easily obtained under culture from various sources. 

The study described in this Thesis is based on bone marrow stem cells.  
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Figure 1.4 Steps shown of stem cells from bone marrow[40]. 

Transplantation studies have shown that human stem cells from the bone marrow or 

dental pulp can form bone or dentin in vivo[40,41,42]. In this strategy, stem cells are 

harvested from the bone marrow or dental pulp, expanded in the laboratory, loaded 

onto an appropriate carrier, and locally transplanted into subcutaneous pouches in 

mice. The in vivo environment allows the stem cells to differentiate and form tissues 

such as bone or dentin as shown in Figure 1.5. 

 

Figure 1.5 Adult stem cells can be harvested from the bone marrow or dental tissues such as the dental pulp 

and expanded in the laboratory[43]. 

When loaded onto appropriate scaffolds and transplanted back into a deficient site, stem 

cells have the potential to regenerate bone and tooth structures. Bone marrow is home 

of hematopoietic stem cells (HSCs), marrow stromal or mesenchymal stem cells 

(MSCs) which are used in the experiments that provided the images for this study and 

endothelial stem cells (EnSCs). MSCs are also present in the endosteum covering 

trabecular bone surfaces and in the lower layers of the periosteum next to the surface of 
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the bone. HSCs regenerate blood and lymphoid cells while MSCs regenerate bone and 

cells of the marrow stroma[43]. 

1.4.14 The advantages of using bone marrow stem cells 

The main advantages of using bone marrow stem cells are: 

¶ They can differentiate and contribute to regeneration of different mesenchymal 

tissues, including bone, cartilage, muscle, ligament, tendon, adipose and stroma. 

¶ They are easily isolated and expanded in vitro while maintaining their 

multipotency. 

¶ They are present and biologically active in older individuals[44]. 

¶ In culture, they have a remarkable viability and proliferative capacity. All these 

characteristics make them a favorite cell source for tissue engineering (TE)[45]. 

¶ They are modulated by chemical and physical signals that control their activation, 

proliferation, migration, differentiation, and survival giving rise to progenitor cells, 

which progress to become pre-osteoblasts and then osteoblasts[46]. 

¶ It is difficult to repair tissues by using cultured cells alone. In fact, a biomaterial is 

needed that has the appropriate composition and three dimensional structure to 

promote cellular differentiation as well as the strength to provide a scaffold for 

tissue regeneration. The combination of bone marrow mesenchymal cells with 

artificial materials or differentiation factors can achieve the regeneration of 

bone[47]. 

¶ Combining mesenchymal stem cells with a scaffold allow paracrine and host 

derived factors to produce bone matrix after implantation[48]. 

1.4.15 Scaffold 

In general, it is possible to define a scaffold as a three dimensional micro porous 

structure within which cells are cultivated for the purpose of generating new 

tissue[49]. 
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1.4.16 Tissue Engineering in the healing of bone defects 

Recently, tissue engineering approaches have proven very effective in bone 

regeneration and the successful repair of bone defects[50]. 

Occasionally, a critical defect can be formed when part of the bone is lost or excised so 

the bone fails to heal and requires bone reconstruction to prevent a non-union 

defect[51].
 

Bone loss may be caused during the extraction of the unerupted teeth, enucleation of 

cysts odontogenic tumors[52], trauma, inflammation, developmental deficits, 

physiological atrophy of the bone[53], congenital anomalies, infection[54] and 

surgical procedures carried out in the area of alveolar processes of maxilla and of the 

mandible. It lead to an irreversible loss of the bone tissue making subsequent 

prosthetic treatment with the use of conventional prosthesis more difficult and the 

application of implants impossible[52]. Reconstruction of a bony defect specially 

mandibular defect is one of the major problems that continued to perplex 

reconstructive surgeons for centuries[55]. 

In this study the stem cells will be taken from a bone marrow of a rabbit and it will be 

differentiated to bone cells, taking images for the progress of the differentiated stem 

cells day by day under the digital microscope and then to see when these cells will be 

ready to implant in the defect parts of an animal.   
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1.5 Aims and Objectives 

The main aim of this study was to investigate the possibility of a computer system 

classifying microscopic images of developing osteogenic differentiated stem cells, 

without markers, as ready to be implanted stem cells or not-ready ones. Ideally the 

change from not-ready to ready should be detected as early as possible to enable the 

cell to develop as much as possible within the recipient, and avoid the cells 

developing bacterial infection.  

The key objectives were as follows: 

¶ To investigate and evaluate Image Processing and Patten Recognition techniques 

and approaches that have been applied to microscope images of cells to select the 

most promising  ones for the differentiated stem cells images. 

¶ To collect osteogenic differentiated stem cells images from experiments taking 

place at the Tissue Engineering center.  

¶ To select and extract structural and textural features from the image dataset that 

could be used for classifying the osteogenic differentiated stem cells.  

¶ To evaluate the effectiveness of these features in this application using selected 

classical classification algorithms and an intelligent classification system with 

learning capabilities, such as an Artificial Neural Network. 

¶ To develop a novel prototype classification system using the best performing 

features and classification algorithms for further study. 

1. 6 Thesis Organization 

The chapters of the Thesis are arranged as follows: 

Chapter 1 provided the motivation for the study, a brief introduction to the subject of 

biomedical Image Processing and Pattern Recognition techniques, 

followed by the background to Tissue Engineering and stem cells and the 

advantage and disadvantages of their usage, The aims and objectives of 

the Thesis were introduced, and a brief description of the remainder of the 

Thesis follows. 
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Chapter 2 includes an introduction to medical imaging, followed by an overview of 

relevant techniques for pre-processing and deriving features that can be 

used for classification, and then classification techniques that can use these 

features, including Artificial Neural Networks. Previous work related to the 

detection, monitoring, tracking of (mesenchymal) stem cell cultures, 

counting of embryonic stem cells in fluorescence microscopy images and 

detection of tongue cancer stem cells that make use of some of these 

techniques are then described. 

Chapter 3 is concerned with the Methodology used in the study and the steps taken to 

collect, process and classify the images of the osteogenic differentiated 

stem cells. The Laboratory experiments that took place at the Tissue 

Engineering Center in Alexandria, Egypt that provided the stem cell images 

at different stages of their development is described in detail. Images that 

were obtained from the experiments were given, the way that size of dataset 

was increased is described.  

Chapter 4 introduces the different image pre-processing techniques that were applied 

to the osteogenic differentiated stem cells images including grey-scale 

conversion, and some image enhancement and segmentation techniques. 

Potential spatial and textural features are considered and the extraction of 

the selected features including cell areas, cross-correlation coefficients, 

grey-scale histogram descriptors, GLCM descriptors and low spatial 

frequency components derived from Discrete Cosine Transform are 

described. 

Chapter 5 introduces three different traditional techniques for classifying the 

osteogenic differentiated stem cells images at different stages of their 

development. This include area means, correlation techniques, and the 

Euclidean distance between the some of the spatial frequency components 

in the images, derive using the Discrete Cosine Transform. The variations 

in the results obtained from the four different regions in the images are 

also discussed. 
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Chapter 6 includes an introduction about ANN and the Feed-Forward Back-

Propagation architecture. It describes the use of ANN to classify between 

the not-ready osteogenic differentiated stem cells images and the ready 

ones using different feature vectors as inputs to ANN, including grey-

scale histogram descriptors, GLCM descriptors and low spatial frequency 

components derived from the Discrete Cosine Transform of the images. 

The ANN that was used is discussed and its implementation using 

MATLAB described. The training output from these ANNs and some 

sample results are presented. 

Chapter 7 includes the full set of results for all 7 experiments that were obtained 

from the different traditional and intelligent ANN-based classification 

approaches that were considered, using the various textural features 

described in the earlier Chapters. A summary for all the results were given 

and comparison of the different classifiers made to identify which classifier 

gave the best performance. 

Chapter 8 reviews the work that has been undertaken and the techniques that have 

been investigated to classify and recognize the ready osteogenic 

differentiated stem cells images from the not-ready ones. A discussion 

and suggestions for further future work in this field are presented.   
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Chapter 2 

Background 

Overview 

This chapter includes an introduction to medical imaging, followed by an overview of 

relevant techniques for pre-processing and deriving features than can be used for 

classification, and then classification techniques that can use these features, including 

Artificial Neural Networks. Previous work related to the detection, monitoring, 

tracking of mesenchymal stem cell cultures, counting of embryonic stem cells in 

fluorescence microscopy images and detection of tongue cancer stem cells that make 

use of some of these techniques are then described. 

2.1 An introduction to medical imaging 

Medical imaging is a discipline within the medical field, which involves the use of 

technology to take images of the inside of the human body. These images are used in 

diagnostics, as teaching tools, and in routine healthcare for a variety of conditions. 

Medical imaging is sometimes referred to as diagnostic imaging, because it is 

frequently used to help doctors arrive at a diagnosis, and there are a number of different 

types of technology used in medical imaging[56]. Medical imaging generally comes 

under two broad categories, which can be considered as imaging of óanatomyô and 

imaging of ófunctionô. 

Imaging of óanatomyô has been heavily explored in the last century, and modalities 

such as computed tomography (CT) and magnetic resonance imaging (MRI) are 

generally used if resolutions of 50-100 microns are required, imaging time is not a 

factor, and the anatomy being imaged is not actively moving. MRI is sometimes 

preferred for its strength in discerning soft tissues such as white and gray matter in the 

brain. At the other end of the anatomical imaging spectrum is ultrasound, which can 

give real-time (video) imaging at high refresh rates with relatively poor resolution, 

also with no harmful radiation. In between is an exciting new field known as optical 

coherence tomography (OCT) which offers refresh rates comparable to ultrasound but 

with micron-level resolution, although only at very shallow depths within a body. 
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Moreover, there are digital microscopy images which offer unique features that are 

not available for conventional optical microscopy[57,58]. Assisted by dedicated 

software tools, these imaging systems permit dynamic and prompt access to any detail 

of stained slides at arbitrary microscopic magnifications as controlled with a mouse 

through the computer monitor. Digital slides of tissue sections or cells can be shared 

by many pathologists worldwide, through computer networks, without spatial and 

temporal restrictions. This unlimited access of slides offers digital microscopy an 

efficient tool for telepathology yielding primary diagnosis, teleconsultation for second 

opinions, graduate teaching, continuous education, proficiency testing external quality 

assurance and interlaboratory process validation[58,59]. Furthermore, the calibrated 

qualities of discrete pixels forming a digital slide permit automated image analysis 

and quantification[60]. All the images of osteogenic differentiated stem cell used in 

this Thesis were taken under digital microscopy. 

Imaging of 'function', is also known as 'metabolic imaging'. Single photon emission 

computed tomography (SPECT), functional MRI (FMRI) and positron emission 

tomography (PET) are techniques for imaging organ function, such as unusual 

glucose uptake, which can be a precursor for cancer. These techniques usually have 

relatively poor resolution of about 2 mm or higher, and the lack of anatomical 

landmarks can make diagnosis difficult. Attempts to overlap functional images with 

anatomical images (known as co-registration) have had limited success. Most 

recently, there has been a significant breakthrough in combining the image acquisition 

hardware of anatomical and functional imaging into a single device, resulting in 

modalities such as PET-CT, SPECT-CT and PET-MRI, which result in perfectly 

aligned anatomical and functional images, greatly easing the jobs of oncologists and 

research scientists alike[58,59]. 

The goal of medical imaging is to provide a picture of the inside of the body in as non-

invasive way as possible. An imaging study can be used to identify unusual things 

inside the body, such as broken bones, tumors, leaking blood vessels. The most famous 

types of diagnostic imaging, as mentioned earlier, are MRI, CT, digital mammography, 

digital microscopy and other imaging modalities provide an effective means for 

noninvasively mapping the anatomy of a subject. These technologies have greatly 

increased knowledge of normal and diseased anatomy for medical research and are a 

critical component in diagnosis and treatment planning. With the increasing size and 
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number of medical images, the use of computers in facilitating their processing and 

analysis has become necessary. In particular, computer algorithms for the delineation of 

anatomical structures and other regions of interest are a key component in assisting and 

automating specific radiological tasks[56]. 

The imaging of cells as seen through microscopes have been the subject of many 

research projects including the detection of different types of Cancer disease as thyroid 

gland Cancer[61], breast cancer[62] and brain tumors[63], as well as blood cells 

diseases[64]. Very little work has been described using stem-cell images, and these data 

may offer new challenges to Image Processing and Pattern Recognition, particularly as 

the clinician wish to avoid using artificial markers which kills the cells and are 

expensive. Time is also important in this application because it is desirable to implant 

cells as soon as they become ready to be implanted because the cells can get infected if 

left for longer unnecessary periods.  

The medical imaging applications are underpinned by computer-based Image 

Processing techniques that support the detection of cell boundaries and structure, the 

construction of grey-scale or colour histograms, area measurements and counting the 

number of the cells in an image, often followed by Pattern Recognition techniques to 

distinguish or classify normal and abnormal cells. As indicated in the previous 

Chapter, the stages in a typical Pattern Recognition system for classifying and 

interpreting objects in digital images, such as the ones used in this study, are shown 

schematically below in Figure 2.1. 

 

 

 

 

Figure 2.1 Stages in a Pattern Recognition system for digital images. 

The algorithms typically involved in each of the three main stages are described in the 

following Sections. 
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2.2 Image Pre-processing techniques 

Image pre-processing is concerned with preparing the image data for the main 

processing tasks, and will typically include restoring the effects of corruptions that 

have occurred  during the acquisition of the images, reformatting the image data, and 

then enhancing the  image for visual inspection and interpretation or segmentation of 

regions and objects in an image on the basis of homogeneity criteria that permit 

features to be extracted for further tasks, such as classification[65, 66]. 

2.2.1 Image Enhancement 

Image enhancement techniques can broadly be divided into two categories: spatial 

domain method and frequency domain methods. The spatial domain techniques[67] 

deal directly with the image pixels. The pixel values are manipulated to achieve 

desired enhancement, and typical techniques include contrast changes, histogram 

equalization, noise reduction(smoothing) and edge sharpening. In frequency domain 

methods, the image is first transferred in to the spatial frequency domain. It means 

that, the Fourier Transform of the image is computed first. All the enhancement 

operations are then performed on the Fourier transform of the image and finally the 

Inverse Fourier transform is performed to get the resultant image. As a consequence 

of these techniques the pixel grey-level values (intensities) of the output image will be 

modified according to the transformation function applied on the input values[67]. It 

should be noted that in some image classification applications, enhancement 

techniques are avoided since modifying the grey-level values will affect the accuracy 

of the classification system[67]. 

2.2.2 Image Segmentation 

Image segmentation refers to the process of partitioning a digital image into multiple 

segments (sets of pixels). The goal of segmentation is to simplify and/or change the 

representation of an image into something that is more meaningful and easier to 

analyse or interpret[68]. 

The approaches used to segment the regions in an image can be loosely grouped into 

those that define a region on the basis of its contents, and those concerned with 

defining a region by its boundary.  
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The first approach involves grouping together pixels with similar properties, such as 

grey-scale, colour or texture. The simplest technique is thresholding, where a grey 

scale image is converted into a binary image by choosing a grey-level threshold, T, 

that divides image pixels into regions and background. In some cases it may be 

possible to select several thresholds to correspond to the grey-level values of several 

different regions in an image, or a threshold band to isolate a specific range of grey-

level values. Threshold selection is typically done interactively however, although it 

is possible to derive automatic threshold selection algorithms, which are usually 

deduced from the position of a valley in a grey-scale histogram of the image data that 

can separate the objects from the background. In particularly noisy images, where the 

valley is not clearly defined, Gaussians can be fitted to the histograms, and used to 

define the most appropriate threshold[69].  Thresholding does not take into account 

the spatial characteristics of an image and as a consequence, it is sensitive to 

noise[69], which corrupts the histogram making the choice of threshold more 

difficult, and even defines regions containing holes, if the selected property varies 

across the region. 

Other approaches include region growing and region splitting and merging. Region 

growing is a procedure that starts with a seed-pixel and then groups pixels in the 

whole image into sub-regions or larger regions based on a predefined criterion, such 

as their grey-level values[70]. In region splitting and merging, rather than choosing 

seed-pixels the user can divide an image into a set of arbitrary unconnected regions 

and then merge the regions with similar characteristics. This approach is usually 

implemented with theory based on quad tree data[69]. 

The second approach involves locating the boundary or edges of a region. As these 

correspond to parts of an image where there are rapid local variations in grey-level 

values, edge-detection algorithms have been developed that respond strongly to these 

variations. These edges are then extracted[6,71] and linked to form closed object 

boundaries. The most common edge-detectors, are named after their inventors such as 

Sobel and Canny[6], and some of these are discussed in more detail in the next 

Chapter. The basic edge-detectors usually decide whether or not a pixel lies on an 

edge independently of the neighbouring pixels, and as a result, noise can fragment the 

boundary of a region, or miss a region[72]. Applying noise reduction before edge-

detection can improve this situation, and this can be improved further by enlarging the 
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size of the neighbourhood over which the edge-detector operates[73], although, as 

with the noise reduction, increasing the size of the neighbourhood leads to a loss of 

sharpness and thicker, less accurate, boundaries[69]. The more sophisticated edge-

detectors such as the Canny edge-detector has a lower probability of missing an edge, 

better localisation of the boundary and achieves good results detection under noisy 

conditions[73].  

Image segmentation plays a vital role in numerous biomedical imaging applications 

such as the quantification of tissue volumes in brain abnormality using a variety of 

techniques[74], the study of anatomical structure, again using a variety of 

techniques[75,76], treatment planning[77], partial volume correction of functional 

imaging data[78], and computer integrated surgery[79,80]. These applications imply 

that segmentation is often one stage in a part of a bigger system, where the clinical 

decision is based on the contents of image databases, numerical methods, expert 

systems, image enhancement, segmentation and understanding techniques[81]. 

 It should also be noted that the techniques used to performing segmentation vary 

widely depending on the specific application, imaging modality, and other factors. 

For example, the segmentation of brain tissue has different requirements from the 

segmentation of the liver. In the case of detecting microcalcifications in 

mammograms, the quantitative features that will represent each candidate structure, 

such as size, contrast, and sharpness, depend on the segmentation algorithms 

used[82]. The selection of an appropriate approach to a segmentation problem can 

therefore be a difficult dilemma[56]. 

The above discussion on thresholding and edge-detection implies that further 

processing is required to correct any deficiencies or errors in the segmentation due to 

noise in the image, and a full segmentation of an image usually involves several 

different segmentation algorithms as demonstrated in Figure 2.2, which has been 

taken from the MATLAB ñImage Processing Toolboxò[83]. The main goal is 

detection of prostate cancer cell, and an appropriate edge detection algorithm and 

grey-scale morphology tools [84] are used to detect the entire cell in this image. 
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(a) (b) (c) (d) 

 
(e) (f) (g) 

Figure 2.2 An example for image segmentation from Image Processing Toolbox of MATLAB. The original 

image (a). Binary gradient mask image (b). Dilated image (c). Filled holes image (d). Cleared border image 

(e). Segmented image (f). Displaying the segmented object by placing an outline around the segmented cell 

(g)[118].  

The approach benefitted from the great difference in the contrast of the object and the 

background. The gradient of the original image, shown in Figure 2.2(a) is calculated 

and an adaptive threshold is applied to create the binary image shown in Figure 

2.2(b). Since the lines obtained in this binary image do not quite determine the outline 

of the object of interest, this image is dilated by linear structuring elements 

(morphology operators) as in Figure2.2.(c), and then, the interior gaps are filled using 

another morphology operator as in Figure 2.2(d). Finally the additional connected 

objects in the border are removed as in Figure 2.2(e), the object is then smoothed by 

eroding the image, as in Figure 2.2(f), and the boundary of the segmented outlined in 

Figure 2.2(g). 

The main interest in this example is the segmented cell in Figure 2.2(f), as this allows 

structural features such as its area, perimeter overall intensity or colour to be easily 

extracted. 
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2.3 Feature Extraction techniques 

Both structural and textural features are considered in this Section, although it was 

mentioned in Chapter 1 that while colony-type ready stem cells have a reasonably 

defined structure, the most common characteristic of the images is their texture, and 

so this study is primarily concerned with extraction of texture based features.  

2.3.1 Structural features 

The structural features describe the properties of a segmented region in an image and 

typical features include:  

¶ Grey-scale and colour of the region, including variations across the region using 

spatial statistics. 

¶ Size, orientation and shape of the region, using measures such as the perimeter, 

area, principal components, elongatedness, convexity. 

2.3.2 Textural features 

The textural features provide information about the spatial arrangement of color or 

intensities in an image or selected region of an image in the absence of a clear 

structure[85]. The techniques used to extract texture features often give very efficient 

criteria to discriminate tissues and thus provide very accurate classifications[86,87]. 

Texture features are usually a set statistical metrics calculated using Image Processing 

techniques designed to quantify the grey-scale and spatial texture in regions in an 

image, and classification can be achieved by calculating the texture features for 

different regions or object. 

Textural features are important in this study as the osteogenic differentiated stem cells 

images are primarily textural images because the cells have no defined shape and 

spread to form an interconnected layer shape overall the well. 

The various approaches and techniques that have been used to derive texture features 

from an image[88] are listed below: 

¶ Co-occurrence matrices, also called Grey Level Co-occurrence Matrices (GLCM) 

attempt to capture texture using a sparse representation. Each matrix in the set 

corresponds to an offset (e.g. 2 pixels down and 1 pixel to the left). The entry in row 
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i and column j of each matrix is the number of pixels in the image of grey level i that 

have a neighbour of grey level j in the direction of the offset. From these matrices a 

number of statistical descriptors can be measured, such as the mean, variance, 

entropy, energy, contrast, and correlation.  

¶ The correlation coefficients gives an indication of the similarity between two 

datasets of different images, while auto-correlation can be used as a measure of the 

coarseness of texture in different directions, as one of the image datasets is 

displaced relative to itself. 

¶ The Discrete Fourier Transform and the Discrete Cosine Transform components 

reflect the spatial structure in an image, and so the significant components can be 

useful descriptors for classification. 

¶ Grey-scale histogram features provide a concise and useful representation of the 

intensity levels in a grey-scale image. The histogram-based descriptors include the 

mean, variance (or its square root, the standard deviation), skewness, energy (used as a 

measure of uniformity).  

¶ Fractals are sometimes used for texture analysis and segmentation because, like 

texture, they have inherent scales attached to them. Rather than guessing at a scale 

at which the analysis should proceed, a fractal analysis can yield the fractal 

dimension of a texture, which should indicate the scale[88].  

An example of the use of texture features for segmentation in biomedical images is 

breast cancer detection using histogram intensity features and GLCM features that 

were extracted from mammogram image[87]. A classification method called a 

Decision Tree classifier used these features. Another example is the automated 

detection of skin diseases using texture features, where the disease conditions were 

recognized by analysing skin texture images using a set of normalized symmetrical 

GLCM[89]. 

2.4 Pattern Recognition techniques 

In this section, a brief description is given for several common approaches that have 

appeared in the recent literature on medical image classification. These can be 

grouped as classical statistical classifiers and intelligent classifiers which have 

learning capabilities such as Artificial Neural Networks (ANN) that have their origins 
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in biological systems. Some classification techniques in each group are described in 

the following sections, with comment on the advantages and disadvantages of the 

technique. 

2.4.1 Statistical classifiers 

Classifier methods are pattern recognition techniques that seek to partition a feature 

space derived from an image using data with known labels[90,91]. A feature space is 

the range space of any function of the image, with the most common feature space 

being the image intensities themselves. A histogram, is an example of this as it can 

provide a feature space with two apparent classes. Although the features used can be 

related to texture or other properties, it is assumed for simplicity that the features are 

simply intensity values. 

Classifiers are known as supervised methods since they require training data that are 

manually segmented and then used as references for automatically segmenting new data. 

There are a number of ways in which training data can be applied in classifier methods. A 

simple classifier is the nearest-neighbour classifier, where each pixel is classified in the 

same class as the training datum with the closest intensity. The k -nearest-neighbor (kNN) 

classifier is a generalization of this approach, where the pixel is classified according to the 

majority vote of the ñkò closest training data. The kNN classifier is considered a 

nonparametric classifier since it makes no underlying assumption about the statistical 

structure of the data. It is efficient for the classification of the human brain into normal 

and abnormal[92]. 

Clustering is an example of unsupervised classification. Classification refers to a 

procedure that assigns data objects to a set of classes. Unsupervised means that 

clustering does not depend on predefined classes and training examples while 

classifying the data objects. Cluster analysis seeks to partition a given data set into 

groups based on specified features so that the data points within a group are more 

similar to each other than the points in different groups[93]. Therefore, a cluster is a 

collection of objects that are similar among themselves and dissimilar to the objects 

belonging to other clusters. The k-means and fuzzy c-means algorithms start by 

initializing the cluster centroid. The input vectors (data points) are then allocated 

(assigned) to one of the existing clusters according to the square of the Euclidean 
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distance from the centroid of clusters, choosing the closest. The mean (centroid) of 

each cluster is then computed so as to update the cluster centroid. This update occurs 

as a result of the change in the membership of each cluster. The processes of re-

assigning the input vectors and the update of the cluster centroid is repeated until no 

more change in the value of any of the cluster centroid. Recently, fuzzy c-means of 

unsupervised clustering techniques used on established outstanding results in 

automated segmenting medical images in a robust manner[94,95,96,97]. One of the 

Fuzzy c-means segmentation method benefits, is that it could retain much more 

information from the original image[93]. 

Standard classifiers require that the structures to be segmented possess distinct 

quantifiable features. Because training data can be labeled, classifiers can transfer these 

labels to new data as long as the feature space sufficiently distinguishes each label as 

well. Being non-iterative, they are relatively computationally efficient and unlike 

thresholding methods, they can be applied to multi-channel images. A disadvantage of 

classifiers is that they generally do not perform any spatial modeling. This weakness 

has been addressed in recent work extending classifier methods to segmenting images 

that are corrupted by intensity inhomogeneities[98]. Neighborhood and geometric 

information have also been incorporated into classifiers[99]. 

Another disadvantage is the requirement of manual interaction for obtaining training 

data. Training sets can be acquired for each image that requires segmenting, which is 

time consuming. However, the use of the same training set for a large number of 

scans can lead to biased results, which do not take into account anatomical and 

physiological variability between different subjects[56].  

2.4.2 Intelligent classifiers 

Intelligent classifiers, which have learning capabilities, involve the use of Artificial 

Intelligence techniques in the classification process, and many, such as Artificial 

Neural Networks (ANN) have their origins in biological systems. ANNs are typically 

massively parallel networks of processing elements or nodes that simulate biological 

systems for learning and decision-making. Each node in an ANN is capable of 

performing elementary computations. Learning is achieved through the adaptation of 

weights assigned to the connections between nodes. Further details of the architecture, 
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training and operation of ANNs is given in Chapter 6 and a thorough treatment on 

ANN  can be found in the literature[100,101]. 

The ANN is widely used in medical imaging as a classifier[102,103], where selected 

input features that have been extracted from the images are input to the ANN, which 

then determines the weights in a training phase, where the correct classifications are 

known (supervised training) and the ANN is then used to classify new data. ANNs 

can also be used in an unsupervised fashion as a clustering method[91,104]. For 

example to separate between the blood vessel class and the fat class, three extracted 

features, vascularity, narrowness and histogram consistency, were used as the inputs 

to the ANN[105]. 

 Other medical applications of ANNs include disease diagnosis such as liver cancer 

detection[106], locating automatically the outline of the lungs in MRI images of the 

thorax[107], Brain tumour classification[108], and in abnormal retinal image 

classification[109], An example is lung cancer detection by using ANN and fuzzy C-

Mean clustering algorithm [110]. This was a promising field to apply in the 

classification of osteogenic differentiated stem cells. 

2.4.3 Other approaches 

Model-fitting is a segmentation method that typically fits a simple geometric shape 

such as an ellipse to the locations of extracted image features in an image[111]. It is a 

technique which is specialized to the structure being segmented but is easily 

implemented and can provide good results when the model is appropriate. A more 

general approach is to fit spline curves or surfaces[112] to the features. The main 

difficulty with model-fitting is that image features must first be extracted before the 

fitting can take place. The watershed algorithm uses concepts from mathematical 

morphology[6] to partition images into homogeneous regions[113]. This method can 

suffer from over segmentation, which occurs when the image is segmented into an 

unnecessarily large number of regions. Thus, watershed algorithms in medical 

imaging are usually followed by a post processing step to merge separate regions that 

belong to the same structure[114].  

Active contour model, also called snakes, is a framework for delineating an object 

outline from a possibly noisy 2D image. This framework attempts to minimize an 
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energy associated to the current contour as a sum of an internal and external energy. 

The external energy is supposed to be minimal when the snake is at the object 

boundary position. The most straightforward approach consists in giving low values 

when the regularized gradient around the contour position reaches its peak value. The 

internal energy is supposed to be minimal when the snake has a shape that is supposed 

to be relevant considering the shape of the sought object. The most straightforward 

approach grants high energy to elongated contours (elastic force) and to bended/high 

curvature contours (rigid force), considering the shape should be as regular and 

smooth as possible[115].  

The SVM (Support vector machine) could be one of the approaches where the 

classification problem can be restricted to consideration of the two-class problem 

without loss of generality[116]. In this problem the goal is to separate the two classes 

by a function which is induced from available examples. The goal is to produce a 

classifier that will work well on unseen examples, i.e. it generalises well. There are 

many possible linear classifiers that can separate the data, but there is only one that 

maximises the margin (maximises the distance between it and the nearest data point 

of each class). This linear classifier is termed the optimal separating hyperplane[116].  

2.5 Previous studies on stem cells involving Image 

Processing and Pattern Recognition. 

Research on stem cells continues to advance knowledge about how an organism 

develops from a single cell and how healthy cells replace damaged cells in adult 

organisms. This new interesting field encourages scientists to investigate and develop 

new projects. While there are relatively few publications in this area, some key 

examples of the previous work are described in the next Section. 

 

2.5.1 Monitoring mesenchymal stem cell cultures 

This research investigated whether it is possible through the use of Image Processing 

and Pattern Recognition techniques to predict the growth potential of a culture of 

human mesenchymal frozen stem cells at early stages, before it is readily apparent to 

a human observer. This involved calculating the areas and perimeters of the cells in 

the images. 
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The features that were considered to be the most useful in the BMSC quality 

assessment were the total cell area, inner cell area, outer cell area and mixture 

modelling threshold feature groups, and it was found that the outer cell area feature 

was the most useful for discriminating the cell culture quality[117]. 

The inner and outer regions for the cells were located by taking the refined 

segmentation, this means to refine this approximate cell region by excluding the halo 

areas and thus providing a much closer fit to the real cell contour. Morphological 

operations apply a structuring element to an input image, creating an output image of 

the same size. In a morphological operation, the value of each pixel in the output 

image is based on a comparison of the corresponding pixel in the input image with its 

neighbours. By choosing the size and shape of the neighbourhood, it can construct a 

morphological operation that is sensitive to specific shapes in the input image. 

The most basic morphological operations are dilation and erosion. Dilation adds 

pixels to the boundaries of objects in an image, while erosion removes pixels on 

object boundaries. The number of pixels added or removed from the objects in an 

image depends on the size and shape of the structuring element used to process the 

image. In the morphological dilation and erosion operations, the state of any given 

pixel in the output image is determined by applying a rule to the corresponding pixel 

and its neighbours in the input image. The rule used to process the pixels defines the 

operation as a dilation or an erosion. In Figure 2.3 an erosion operation[6] was 

applied, the eroded result produced a mask representing the inner area as in Figure 

2.3(b). This inner area mask was then subtracted from the original mask to produce a 

mask representing the outer regions as in Figure 2.3(c). The three masks for the total 

cell regions, inner cell and outer cell regions enabled some statistical features from 

these areas separately. 
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(a) (b) (c) 

Figure 2.3 (a) Original segmentation mask produced by the refined segmentation algorithm (b) inner mask 

created by eroding the original mask with a circular structuring element(6 pixel radius). (c) Outer mask 

created by subtracting the inner mask from the original mask[117]. 

A set of features were proposed for the total cell regions, the inner cell regions and the 

outer cell regions. These features include: mean, mode, median, standard deviation, 

skewness, kurtosis, entropy, uniformity and minimum error threshold that were 

extracted from the cells of segmented input images, can be used to train the MLP that 

consists of input layer of 25 parameters, one hidden layer and one output layer. SVM 

(support vector machine) is a learning method developed from statistical learning 

theory. It aims to find the decision boundary that separates the two classes with the 

maximum margin. The combination that gave the highest classification accuracy on 

the training data was selected for use. Both MLP and SVM were comparable in 

performance, achieving approximately 85% and 87% correctly classified as healthy 

images, respectively, for the whole images compared to an average of 72% of the 

time for human experts [117].  

2.5.2 In vivo Stem Cell Tracking  

Regenerative medicine has begun to define a new perspective of future clinical 

practice. The lack of basic data regarding to basic stem cell biology-survival, 

migration, differentiation, integration in a real time manner when transplanted into 

damaged tissue remains a major challenge for design stem cell therapies[118]. 

Consequently, visualization of injected stem cells can potentially provide additional 

insight into the future therapeutic benefits. Although current imaging modalities 

including MRI, PET, single photon emission Computed Tomography, 
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bioluminescence imaging, and fluorescence imaging offer some morphological as well 

as functional information, they lack the ability to assess and track in vivo biological 

phenomenon, a pivotal link for greater mechanistic understanding following cell-based 

intervention. This approach discusses currently available in vivo imaging modalities 

and image processing techniques, which may support this field of research[118]. 

Images are often corrupted during acquisition and transmission, as a consequence of 

the imaging modality and the communication media[119,120].  Pre-processing tries to 

correct for problems such as these[119,120,121,122] and prepares of the image for the 

main Image Processing tasks such as feature extraction[123]. Typical pre-processing 

tasks include noise removal, intensity adjustment[124], contrast enhancement[125], 

interference removal as shown in Figure 2.4, it is an example, due to uneven 

illumination over the field of view, there is a large variation in image intensity that 

must be removed using contrast enhancement methods. Figure 2.4(D) shows the 

application of image equalization for contrast enhancement using Image Histogram 

and Intensity Adjustment Demo in MATLAB [83].  

 

Figure 2.4 Examples of image pre-processing which have been applied in vivo cell tracking. In vivo MR images 

obtained 5 minutes after intraportal infusion of human pancreatic islets cells encapsulated into ferumoxideslabeled 

semipermeable alginate capsules shows them as hypointense cavities throughout liver (A). The same picture after 

using proposed denoising method  (B). Image restoration and deblurring of the same image (C). Application of image 

equalization for contrast enhancement using Image Histogram and Intensity (D)[118].  
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Comparison on the results of segmentation by thresholding and deformable 

models[126,127] were applied in cell division images as shown in Figure 2.5. 

Deformable models are physically motivated, model-based techniques for delineating 

region boundaries using closed parametric curves or surfaces that deform under the 

influence of internal and external forces. To delineate an object boundary in an image, 

a closed curve or surface must first be placed near the desired boundary and then 

allowed to undergo an iterative relaxation process. Internal forces are computed from 

within the curve or surface to keep it smooth throughout the deformation. External 

forces are usually derived from the image to drive the curve or surface towards the 

desired feature of interest[56]. 

 

Figure 2.5 A comparison between the results of segmentation by thresholding and deformable models. 

Three frames of time-lapse fluorescence microscopy image (A). The appearance of nuclei in one frame (B). 

The results of thresholding method (choosing at low thresholds results in very noisy results and choosing 

high thresholds results in fragmented segmentation) (C). Results of model-based segmentation (D)[127]. 
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In cell tracking, linking the segmented cells from frame to frame in the image 

sequence to obtain cell trajectories is required. For this reason, it had to associate each 

cell in any frame to the ñnearestò cell in the next frame. Note that ñnearestò include 

similarity in any appropriate ñfeatureò such as intensity, perimeter or surface, 

orientation, boundary curvature, estimated displacement, or a combination of these 

features[127,128,129,130].  

In the example shown in Figure 2.6, the proposed cell tracking method must be able 

to perform properly in the presence of cell deformation and cell division. Note that 

although tracking has a specific definition in the field of electrical and computer 

engineering, however the cell tracking can be refered to extraction of any information 

(useful features) about cell living including what is in them, around them, and 

between them, their viability and proliferation, their signalling, influencing, 

stimulating, inhibiting, and about cell differentiation, and migration. 

 

Figure 2.6 Use of Bioluminescence imaging modality for longitudinal in vivo tracking of transplanted 

BMCs. BMC transplanted animals either acutely (upper panels) or 7 days after MI (lower panels) (A). In 

both groups the BLI signal increased till 10 days showing proliferation of the cells early after 

transplantation and then, the BLI signal decreases progressively over time to reach background levels at 

day 42. Colour scale bar values are in photons/s/cm2/sr (B)[118]. 
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However most of the above mentioned techniques have been used in vitro studies and 

these features are hard to measure in vivo settings, so, the most common used feature 

is cell labelling with some contrast generating agent relevant to imaging modality. 

One of the most common of such methods is cell labelling with Luciferin and imaging 

by bioluminescence technique. In this imaging modality the main tracking method is 

colour based Image Processing techniques. There have been several studies that used 

bioluminescence signal intensity as the feature used to probe the injected stem cell 

viability, migration and survival and several other questions. To make stem cells 

based therapies safe, a good solution can be to use a reporterïsuicide gene mechanism 

that would allow for the in vivo tracking of the transplanted pluripotent overall 

intensity or colour, shape and size cells and would target these cells for removal in the 

case of tumour formation[118]. Tracking stem cells in vivo is of high importance for 

future clinical application[131].  

In case of our study the cell tracking was not one of our targets since that our work is 

in vitro state (laboratory work) including the whole process of osteogenic 

differentiated stem cells formation which is the process that proceed the cell tracking 

that is done in vivo state. 

2.5.3 Embryonic Stem Cells Detection 

An automatic embryonic stem cell detection and counting method in fluorescence 

microscopy images was developed. It was handled with pluripotent stem cells 

cultured in vitro. This approach uses the luminance information to generate a graph-

based image representation. Each cell was represented by a substructure that is called 

the simple path pattern, and then a graph mining process is used to detect the cells. 

The proposed method was extensively tested on a database of 92 images and the 

results were validated by specialists[132].  

Using different cell markers, the specialists were able to determine, by manual 

counting, the total number of stem cells, how many specialised into a specific mature 

cell and how many cells died. These statistics were used to understand and validate 

the experiments. However, given the absence of high contrast, large number of 

cluttered objects in a single scene, occlusion, tuning in microscopy parameters and 

variability of cell size and morphology, detect and count these cells was a difficult 
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task. Moreover, it required a high level of concentration that makes manual screening 

a tedious and time-consuming task. In addition, the results were subjective and could 

greatly vary according to the personal interpretation of each specialist. Therefore, 

there was a strong motivation for the development of an automatic cell detection and 

counting method, which could be a useful tool for understanding and accelerating the 

stem cell therapy process. The green channel was used in this research by applying a 

green filter to supply more information to make the cells colour appears more clear 

than the grey scale image. Thus, luminance information is based on this channel. 

The research had three main steps: 1) pre-processing; 2) graph construction; and 3) 

graph mining process[133]. 

¶ Pre-Processing 

A Gaussian filter, is applied to reduce the noise and emphasize the maximum points as 

shown in Figure 2.7(c). Furthermore, as the background image is not uniform, due to 

fluorescence, a background segmentation is applied. Separation of the cells agglomerate 

from background using a threshold was performed, with pixels with intensity below the 

threshold set to 0. In Figure 2.7(a) and 2.7(b) it is the input image and its green channel, 

respectively. The result after Gaussian blur filter is showed in Figure 2.7(c) and finally, 

Figure 2.7(d) presents the result of background segmentation. 

 

Figure 2.7 Pre-processing steps: a) input image; b) green channel; c) result of Gaussian blur filter; d) result 

of background segmentation[132]. 
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¶ Graph Construction 

The goal of this step was to construct a region-adjacency graph (RAG) [134] G = 

(V,E) based on input image matrix M mxn, where each node vi e V correspond to a 

connected component and its index corresponds to the component label value. The 

edges in E connect pairs of 4 X 4 adjacent components in accordance with two 

distinct components Ci  and Cj are said to be adjacent if there is at least a pair of points 

pi e Ci and pj e Cj, which are neighbours of each other. 

Thus, in order to construct the graph, M was scanned from top to bottom and left to 

right evaluating the top and left neighbours of each element of M. If one of them was 

different to the current element, then those elements were considered to represent pixels 

that belonged to different connected components. The adjacent components had to be 

an edge in the graph connecting the nodes that represented them. Figure 2.8(a) shows 

all connected components that were detected on Figure 2.7(a) and their labels. The 

adjacency graph correspondent is presented in Figure 2.8(b). Note that the nodes with 

smaller indexes are located at the graph extremity[132]. 

 

Figure 2.8 Graph representation and mining step: a) connected components detected and their labels; b) 

input image graph-based representation; c) result of the graph mining process; and d) cells detected in 

red[132]. 

¶ Graph Mining  

This stage of the processing was concerned with detecting regions of image that had 

the following pattern: a lighter region whose luminance adjacency regions were being 

decreased gradually. Note that, if a set of connected components belong to the same 

object, then they have to be adjacent. 
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The accuracy of the method described above was demonstrated with experimental 

results in a large population of stem cells image. The results were validated by 

specialists from Institute of Biomedical Sciences ï UFRJ/Brazil Specialists. They 

pointed out cells that were not counted and artifacts that were incorrectly classified as 

cells. The results were evaluated by calculating the measures Precision, Recall and F-

measure as shown as follow: 

Precision=                                                                                                  (2.1)

  

Recall =                                                                                                        (2.2) 

Fï measure= 

                                                                      (2.3)

 

where tp (true positives) represents the number of items correctly labelled as a cell, f p 

(false positives) represents items incorrectly classified, by the method, as a cell and f n 

(false negatives) represents items that were not classified as cell but should have been. 

The measures were calculated for each image and, then, averaged over all images. An 

example of the results of both the manual and automatic counting is shown in Figure 

2.9, where the results of the proposed method were checked by specialist to obtain F-

measure of 86%[132]. 

  

(a) (b) 

Figure 2.9 Results of the manual and automatic counting: the red dots represent the cells that were 

detected. (a) Manual counting 499 cells detected. (b) Automatic counting 435 cells detected[132]. 
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2.5.4 Cancer Stem Cell Detection 

Image analysis of cancer cells is important for cancer diagnosis and therapy, because 

it is recognized as the most efficient and effective way to observe its 

proliferation[134]. For the purpose of adaptive and accurate cancer cell image 

segmentation, a double threshold segmentation method is proposed[134]. Based on a 

single grey-scale histogram of the RGB color space, a double threshold, the key 

parameters of threshold segmentation can be fixed by a fitted-curve of the RGB 

component histogram. A comparison between other advanced segmentation methods 

such as level set, active contour and the proposed double thresholding. It was found 

that double thresholding was the simplest strategy with shortest processing time as 

well as the highest accuracy as in Table 2.1. The proposed method has been 

effectively used in the detection and recognition of cancer stem cells in images as in 

Figure 2.10[134] in the next page. 
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(a) 

  

(b) (c) 

  

(d) (e) 

  

(f) (g) 

Figure 2.10 Comparison with level set and active contour[134]. (a) Original image (input image, marked by green 

rectangle, indicates that it needs to be processed by the proposed method and it is also compared with following 

approaches). (b) Level set function. (c) Segmentation result of level set. (d) External and internal energy field of 

vector field convolution. (e) Segmentation result of active contour. (f) Binary result after double threshold 

segmentation (no division of the whole image). (g) Segmentation result of double threshold (without division of the 

whole image)[134]. 
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Table 2.1 Comparison of three segmentation approaches[134]. 

Segmentation 

approaches 

Processing 

time 

Number of 

iteration  
Segmentation Accuracy 

Level Set 4.65s 610 
Good. Almost all ROI have been 

surrounded except the area in the top 

and bottom right corner of  image. 

Active Contour 1. 94s 75 

Good. Contour of external as well as 

internal field is most likely to draw 

the outline of real edge of ROI even 

though its some parts lose shape. 

Double threshold 

(without division of 

the whole image) 

1.32s Unnecessary 

Better. All the ROI have been 

detected from background but some 

pixels lost in the top of image. 

2.5.5 Cancer Stem Cells Detection Based on Fuzzy Pattern 

Recognition 

This paper presents a novel recognition algorithm for detecting tongue cancer stem 

cells with respect to appropriate scaling factors[135]. The method can be achieved by 

computer image processing provided that the cancer cells are undifferentiated or 

slightly differentiated, which is of important research significance in the realm of oral 

medicine. According to the biological natures of tongue cancer stem cells, selection of 

the curvature variance of cell contour, the nuclearcytoplasmic area ratio, and the 

average optical density of cytoplasm as the measurement parameters were applied. 

Using these three biological parameters, the characteristics of cancerous tumor cells 

could be described and thus classified. Therefore, those cells can be categorized under 

the principle of maximum degree of membership using fuzzy Pattern Recognition 

method that can simulate some of the thinking processes in human brain, rather than 

depend on distinct numerical criteria. On the other hand, the fuzzy pattern recognition 

can tolerate a certain extent of interference and distortion of the sample and 

meanwhile it does not rely on large numbers of samples for training and determining 

specific parameters of the classifier. In this way, the tongue cancer stem cells can be 

automatically detected. Desirable recognition results given by these experiments have 

substantiated the efficiency of the algorithms that were used[135]. 
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A pre-processing stage including smoothing tongue stem cells images then an edge 

detection was applied to the filtered image[135] as shown in Figure 2.11 in the next 

page. 

 

(a) 

 

(b) 

 

(c) 

Figure 2.11 (a) The original image of tongue stem cells. (b) The image after filtering. (c) The result of edge 

detection[135]. 
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In biomedical applications, the recognition of cancer cells is mainly based on the 

following morphological features: 1) Irregular shape of the cell edge; 2) Considerably 

increased nuclear-cytoplasmic area ratio than normal; 3) Irregular shape of the cell 

nucleus; 4) Rough and granular shaped chromatin; 5) Extremely hyperchromatic 

nucleus. Based on the foregoing medical prior knowledge, three selected typical 

quantized morphological parameters to precisely describe cancer cells[135] were 

described as follows: 

¶ The Curvature Variance of Cell Contour 

Compared with normal cells, the tongue cancer stem cell has a smoother cell edge, 

which tends to approach a regular circle. It should be noted that this important 

biological property has explained the high diffusivity of cancer cells. The technology of 

Canny edge detection is applied to pre-treat images, as is shown in Figure 2.11(c). With 

the result of edge detection, the curvature variance of cell contour is utilized to quantify 

this characteristic: 

k =  =  =                                                                     (2.4) 

where k is the curvature of an arbitrary point on the cell edge in the processed image 

y, s is the curve segment,  is the tangent slope at an arbitrary point of s. Therefore, 

the curvature variance of cell contour can be calculated as follows: 

x1 =                                                                                                  (2.5) 

where  is the mean value of the curvature of n sample points on the cell edge. 

¶ The Nuclear-Cytoplasmic Area Ratio 

In the case of cancer cells, the nuclear-cytoplasmic area ratio is higher than that of 

the normal cells. This characteristic can be quantified in the image after filtering, as 

shown in Figure 2.11(b).  
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This area ratio is defined to describe the characteristic of cancer cells as follows: 

x2 =                                                                                                                 (2.6) 

where M denotes the internal areas of the cell nucleus, N denotes the cell cytoplasmic 

areas, j is the number of pixels inside a certain area[135]. 

¶ The Average Optical Density of Cytoplasm  

The nucleus of a cancer cell is usually hyper chromatic, although this phenomenon is 

not distinct enough as for the tongue cancer stem cell, which is focused on[135]. 

Instead, the average luminance of the cytoplasm of tongue cancer stem cell is 

significantly higher than that of other areas, and so the average optical density of 

cytoplasm can be used to differentiate tongue cancer stem cells from ordinary ones:   

x3 =                                                                                                         (2.7) 

where p(i)is the occurrence probability of the i-valued (in grey scale) pixels in the 

image,  Tmin is the minimum value of the grey scale histogram of the image, Tn is the 

threshold set to distinguish between cell nucleus and cytoplasm. 

There is no fixed metric for various identification standards during the process of the 

classification of tongue cancer cells[135]. After separation and purification by 

magnetic beads, double-negative mesenchymal cells and double-positive cancer stem 

cells were obtained, as shown in the Figures 2.12 [135]. There are three different 

work patterns:10, 20, 40 magnification times given by the optical inverted phase 

contrast microscope. Using mixed programming between MATLAB and C++, 

showing a satisfactory result at the magnification of 20 times with higher accuracy 

than 10-times and 40-times magnification. Complete experimental results are shown 

in Table 2.2.  
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(a) (b) 

  

  

(c) (d) 

  

  

(e) (f) 

Figure 2.12 (a) Double-positive image (10 times magnification). (b) Double-negative image (10 times 

magnification). (c) Double-positive image (20 times magnification). (d) Double-negative image (20 times 

magnification). (e) Double-positive image (40 times magnification). (f) Double-negative image (40 times 

magnification)[135]. 
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Table 2.2 Experimental Results[135].  

Cell Type 
Magnification 

Times 
Number 

of Images 

Statistical Result: Number of 

Tongue Cancer Stem Cells 

Accuracy 
Medical 

experts 

This paper 

automatic 

system 

Double-positive 

10 10 812 993 77.71% 

20 20 181 157 86.74% 

40 26 63 79 74.60% 

Double-negative 

10 5 113 144 72.57% 

20 15 73 87 80.82% 

40 26 23 18 78.26% 

This approach efficiently improved the low recognition rate in fixed magnification 

pattern and combines the technique of curvature vector fitting and fuzzy pattern 

recognition. The automatic recognition system was able to free medical workers from 

heavy microscope work and improve the efficiency of cancer treatment. Additionally, 

this algorithm can be applied in the research of the recognition of other species of 

cancer cells, especially in the realm of cancer stem cells, which has received relatively 

littl e attention. The proportion of double-positive cells at each stage could help the 

doctor determine when and how to deal with the cancer stem cell, so that the cancerous 

person could receive timely and proper treatment[135]. 

On the basis of these previous work which was limited number of research as the field 

of stem cells recognition is still new but the algorithms that were used was concerning 

on the texture feature extraction for stem cells images, including histogramïbased 

features, GLCM features, area and perimeter of the cells. It was recommended to look 

up for segmentation based on texture and to see how much this could help in this 

thesis. 
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2.6 Conclusion 

A background review of the previous work concerning differentiated stem cells 

detection was introduced. Some pre-processing techniques that can be used to 

enhance an image for visual inspection and interpretation and segmentation of regions 

for further tasks, such as classification, were also described. The structural and 

textural features that can be derived from the segmented regions were also discussed. 

Finally, Image Processing and Pattern Recognitions applications of microscope 

images, and then those specifically concerned with stem cells were described. Very 

little previous work was found related to the analysis of stem cell images, or the use 

of texture-based approaches to analysis and classification of stem cell images, as this 

was the main focus of this study.  

In the next Chapter the methodology that was used in this study is described. It also 

covers the details of the cell culture preparation in Tissue Engineering Centre, the actual 

collection of the differentiated stem cells images that were processed and classified in 

this study.  
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Chapter 3 

Methodology and Data Collection 

Overview 

This Chapter is concerned with the Methodology used in the study and the steps taken 

to collect, process and classify the images of the osteogenic differentiated stem cells. 

The Laboratory experiments that took place at the Tissue Engineering Center in 

Alexandria, Egypt that provided the stem cell images at different stages of their 

development is described in detail. Images that were obtained from the experiments 

are given, the way that size of the dataset was increased is described.  

3.1 The Methodology 

The main objective was to develop and evaluate Image Processing and Pattern 

Recognition techniques to classify microscope images of developing osteogenic 

differentiated stem cells, without markers, as ready as early as possible, to enable the 

cell to develop as much as possible within the recipient, and avoid the cells 

developing bacterial infection.  

The work took place in four main stages of the study as indicated in Figure 3.1. The 

steps involved at each stage, including the Chapter in the Thesis that concentrates on a 

particular step, are given in the flowchart shown in Figure 3.2. 

 

 

 

 

Figure 3.1 Stages in a Pattern Recognition system for stem-cell images. 

  

  Stage 1                     Stage 2                          Stage 3                      Stage 4  

             

Image Pre-

processing 

Feature 

Extraction  
Ready or      

not- ready cells 

Images Classification  



 

 51  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 A detailed block diagram for the proposed steps for osteogenic differentiated stem-cell 

classification.  

Collecting data from these experiments by taking day after day images for every 

well by the help of the digital microscope and the experts (Stage 1) covered in 

Chapter 3. 

Obtaining 36 images,18 for not ready differentiated stem cells and another 18 for 

the ready differentiated stem cells (Stage 1) covered in Chapter 3. 

 

 

Select and applying structural and textural feature extraction algorithms (Stage 3) 

covered in Chapter 4. 

Select and apply intelligent, ANN classification techniques (Stage 4) covered in 

Chapter 6. 

Seven experiments were done at the cell culture by the author and the Tissue 

Engineering Centre staff. (Stage 1) covered in Chapter 3. 

 

Select and apply traditional classification techniques (Stage4) covered in Chapter 5. 
 

Select and apply image pre-processing algorithms to the stem-cell images (Stage 2) 

covered in Chapter 4. 

Increase the number of images for both ready and not-ready differentiated stem 

cells by dividing each image into 4 parts as they are texture based. This will 

increase the database (Stage 1) covered in Chapter 3. 
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3.2 Data Collection 

Data collection is one of the most important steps for the thesis. A total of 36 images 

of dimension 400×400 pixels were obtained from seven experiments that took place at 

the cell culture laboratory in the Tissue Engineering Center in Alexandria. It was not 

possible to take images every day because the Centre was trying to decrease the risk 

of getting the stem cells exposed to infection, as the wells must be taken out of the 

incubator to get the images. Also it was the routine procedures of the Centre to take 

images every other day.  

 It was difficult to obtain more images because the Egyptian Revolution lead to Tissue 

Engineering Center being closed. As the images were predominantly textural, the set 

of the image data set was increase by dividing each image into 4 equal parts to give a 

dataset total of 144 images each having a size of 200×200 pixels.  

3.2.1 The Tissue Engineering Centre 

The Tissue Engineering Centre, is a research institute, with academic staff and post 

graduate students from different Science and Medical Schools in Alexandria, 

undertake research in fields related to Tissue Engineering and stem cells 

development. As part of the research culture, course related to Tissue engineering and 

Stem cells courses are delivered by Professors from different countries to help the 

students to understand and be informed about the latest developments in the field. The 

Center is divided into three parts as follows:  

¶ The Library  

This contains most of the books and papers related to the early discovery of the 

Tissue Engineering and stem cells, the first experiments that were done, all the 

details of all kinds of stem cells. This library was very helpful in providing a lot of 

knowledge for this thesis. 

¶ The cell culture Laboratory 

All the processes involved in the development of the stem cells are done in the cell 

culture Laboratory. Only authorized doctors can enter the Laboratory, and the 

maximum number of persons allowed in at any time is two to avoid infection of 

the stem cells. Everything inside the Laboratory is sterilized. 
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¶ The animal chamber  

In this chamber, the experimental animals live under the control and supervision of 

a vet, to avoid them from being infected. 

The Activities of the Tissue Engineering Centre include: 

¶ the development, characterization and testing of new scaffolds. 

¶ the regeneration of different types of tissue from stem cells from different sources 

(mesenchymal derived stem cells, tooth bulb, periostal membrane around alveolar 

bones). 

¶ researches for post-graduate students from different Science and Medical schools. 

The author designed the experiments, including the purchasing of the rabbits, in 

collaboration with the clinicians of the Tissue Engineering Centre at Alexandria 

University, Egypt. These experiments were done by visiting the cell culture to take 

images and to observe the process of obtaining osteogenic differentiated stem cells. 

They were randomly selected stem cells which were thought to be representative with 

larger dataset. 

Ideally the images would have included infected cells but these were removed by the 

clinicians before images were taken. 

3.2.2 Materials and equipment 

1) Bone marrow derived mesenchymal stem cells. 

2) Biological safety cabinet (Nauire-Telstar, Spain).(Figure 3.4) 

3) Cooling centrifuge (Eppendorf-Germany).(Figure3.5) 

4) Water jacketed CO2 incubator (Revco, USA).(Figure 3.10) 

5) Inverted microscope with digital camera, and auto-aiding imaging analysis 

(Nikon-Japan)[136].(Figure 3.13) 

6) Pipettes, tubes and flasks were used for cell culture.   

7) Cell culture media and chemicals. 
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3.3 Preparation of primary culture of bone marrow stem 

cells 

This preparation takes place before adding the differentiated media needed as it could 

be used to differentiate the stem cells to any type needed, such as a liver, nerve or 

bone media as this depends on the nutrition that is given to the stem cells. In this 

study the bone media nutrient is used to produce osteogenic differentiated stem 

cells[137,138]. 

The steps of the primary culture preparation are as follows: 

 

1- Bone marrow aspiration:  

The surgical procedure for rabbit bone marrow aspiration was done under sterile 

conditions inside the cell cabinet. It begins by shaving the rabbit fur over the 

femur bone, painting the skin with proper disinfectant. Surgical exposure of 

femur, a rose head bur mounted on a straight hand piece in the presence of coolant 

system was used to drill a hole in the femur, and then a large gauge canula was 

used to aspirate the bone marrow which was delivered immediately to the cell 

culture laboratory for culturing and seeding procedures. (Figure 3.3) 

 

Figure 3.3 Surgical procedure for bone marrow isolation.(a) & (b) Drilling a hole in the rabbit's femur.(c) 

Bone marrow aspiration and (d) Suturing of the wound. 


